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Chapter 1. Introduction

Hazelcast is a clustering and highly scalable data distribution platform for Java. Hazelcast helps architects and devel opers
to easily design and develop faster, highly scalable and reliable applications for their businesses.

 Didtributed implementationsof j ava. uti | . { Queue, Set, List, Mp}
 Distributed implementation of j ava. uti | . concurrent . Execut or Servi ce
 Distributed implementation of j ava. uti | . concurrency. | ocks. Lock
 Distributed Topi ¢ for publish/subscribe messaging

» Transaction support and J2EE container integration via JCA

+ Distributed listeners and events

 Support for cluster info and membership events

* Dynamic HTTP session clustering

» Dynamic clustering

» Dynamic scaling to hundreds of servers

» Dynamic partitioning with backups

* Dynamic fail-over

 Super simple to use; include asingle jar

* Super fast; thousands of operations per sec.

» Super smal; lessthanaMB

* Super efficient; very nice to CPU and RAM

Toinstall Hazelcast:

» Download hazelcast-_version_.zip from www.hazel cast.com [http://www.hazel cast.com]
* Unzip hazelcast-_version_.zipfile

e Add hazelcast.jar file into your classpath

Hazelcast is pure Java. IV Msthat are running Hazel cast will dynamically cluster. Although by default Hazelcast will use
multicast for discovery, it can also be configured to only use TCP/IP for environments where multicast is not available or
preferred (Click here for more info). Communication among cluster membersis aways TCP/IP with Java NIO beauty.
Default configuration comes with 1 backup so if one node fails, no datawill belost. It isassimpleasusingj ava. uti | .
{Queue, Set, List, Mp}.Justaddthehazelcast.jar into your classpath and start coding.

1.1. Getting Started (Tutorial)

In this short tutorial, we will create simple Java application using Hazel cast distributed map and queue. Then we will run
our application twice to have two nodes (JVMs) clustered and finalize this tutorial with connecting to our cluster from
another Java application by using Hazelcast Native Java Client API.

» Download the latest Hazel cast zip [http://www.hazel cast.com/downl oads.jsp].
* Unzipitand add thel i b/ hazel cast . j ar toyour class path.
» Create a Java class and import Hazel cast libraries.

 Following code will start the first node and create and use cust oner s map and queue.



http://www.hazelcast.com
http://www.hazelcast.com
http://www.hazelcast.com/downloads.jsp
http://www.hazelcast.com/downloads.jsp
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i nport com hazel cast. core. Hazel cast;
import java.util.Mp;
inmport java.util.Queue;

public class GettingStarted {

public static void main(String[] args) {
Config cfg = new Config();
Hazel cast I nst ance instance = Hazel cast. newHazel cast | nst ance(cfg);
Map<I| nteger, String> mapCustoners = instance. get Map("custoners");
mapCust oners. put (1, "Joe");
mapCustoners. put (2, "Ai");
mapCust oners. put (3, "Avi");

Systemout. println("Customer with key 1: "+ mapCustoners.get(1));
Systemout.printIn("Map Size:" + mapCustoners.size());

Queue<String> queueCustonmers = instance. get Queue("custoners");
queueCust oners. of fer (" Tont);

queueCust oners. of fer("Mary");

queueCust oners. of fer("Jane");

Systemout.printIn("First custoner: " + queueCustoners.poll());
System out. println("Second custoner: "+ queueCustoners. peek());
System out. println("Queue size: " + queueCustoners.size());

* Run this class second time to get the second node started.

» Have you seen they formed a cluster? Y ou should see something like this:

Menbers [2] {
Menber [127.0.0. 1: 5701]
Menber [127.0.0.1:5702] this

}

Connecting Hazelcast Cluster with Java Client API
» Besideshazel cast . j ar youshould also add hazel cast - cl i ent . j ar toyour classpath.

 Following code will start a Hazelcast Client, connect to our two node cluster and print the size of our cust oner s
map.

package com hazel cast.test;

i nport com hazel cast.client.CientConfig;

i nport com hazel cast.client. Hazel castC ient;
i nport com hazel cast. core. Hazel cast | nst ance;
i nport com hazel cast. core. | Map;

public class GettingStarteddient {

public static void main(String[] args) {
ClientConfig clientConfig = new CientConfig();
clientConfig.addAddress("127.0.0.1:5701");
Hazel cast | nstance client = Hazel castC ient.newHazel castC ient(clientConfig);
| Map map = client.get Map("custoners");
Systemout.println("Map Size:" + map.size());

» When you run it, you will seethe client properly connects to the cluster and print the map size as 3.

What is Next?
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* You can browse documentation [ http://www.hazel cast.com/docs.jsp] and resources for detailed features and examples.
» You can email your questions to Hazelcast mail group [http://groups.google.com/group/hazel cast].

* You can browse Hazel cast source code [http://code.google.com/p/hazel cast/source/browse/#svn/trunk].
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Chapter 2. Distributed Data Structures

Common Features of all Hazel cast Data Structures:

» Datainthe cluster isalmost evenly distributed (partitioned) across all nodes. So each node carries~ (1/n * total-data) +
backups, n being the number of nodesin the cluster.

« If amember goes down, its backup replicathat also holds the same data, will dynamically redistribute the data
including the ownership and locks on them to remaining live nodes. As aresult, no datawill get lost.

» When a new node joins the cluster, new node takes ownership(responsibility) and load of -some- of the entire data
in the cluster. Eventually the new node will carry aimost (1/n * total-data) + backups and becomes the new partition
reducing the load on others.

e Thereisno single cluster master or something that can cause single point of failure. Every node in the cluster has equal
rights and responsihilities. No-one is superior. And no dependency on external 'server' or 'master' kind of concept.

Here is how you can retrieve existing data structure instances (map, queue, set, lock, topic, etc.) and how you can listen
for instance events to get notified when an instance is created or destroyed.

inmport java.util.Collection;
import com hazel cast. confi g. Confi g;
import com hazel cast. core. *;

public class Sanple inplenents |nstancelistener {
public static void main(String[] args) {
Sanpl e sanpl e = new Sanpl e();

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
hz. addl nst anceli st ener (sanpl e) ;

Col | ecti on<l nstance> i nstances = hz.getlnstances();
for (lInstance instance : instances) {

System out. println(instance. getlnstanceType() + "," + instance.getld());
}

}

public void instanceCreated(lnstanceEvent event) {
I nstance instance = event.getlnstance();
Systemout.println("Created " + instance.getlnstanceType() + "," + instance.getld());

}

public void instanceDestroyed(lnstanceEvent event) {
I nstance instance = event.getlnstance();
Systemout. println("Destroyed " + instance.getlnstanceType() + "," + instance.getld());

2.1. Distributed Queue

Hazelcast distributed queue is an implementation ofj ava. uti | . concurrent. Bl ocki ngQueue.
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import com hazel cast. core. Hazel cast;
inmport java.util.concurrent. Bl ocki ngQueue;
inmport java.util.concurrent. Ti neUnit;
import com hazel cast. confi g. Confi g;

Config cfg = new Config();

Hazel cast | nstance hz = Hazel cast. newHazel cast | nst ance(cf g)
Bl ocki ngQueue<MyTask> g = hz. get Queue( "t asks")

q. put (new MyTask())

MyTask task = q.take()

bool ean offered = q. of fer(new MyTask(), 10, Ti meUnit. SECONDS);
task = g.poll (5, TinmeUnit.SECONDS);
if (task !'= null) {
/] process task
}

If you have 10 million tasksin your "tasks' queue and you are running that code over 10 JVMs (or servers), then each
server carries 1 million task objects (plus backups). FIFO ordering will apply to all queue operations cluster-wide. User
objects (such as My Task in the example above), that are (en/de)queued have to beSer i al i zabl e. Maximum capacity
per VM and the TTL (Timeto Live) for a queue can be configured.

Distributed queues are backed by distributed maps. Thus, queues can have custom backup counts and persistent storage.
Hazelcast will generate cluster-wide uniqueid for each element in the queue.

Sample configuration:

<hazel cast >

<queue nane="tasks">
<l--
Maxi mum si ze of the queue. When a JVM s |ocal queue size reaches the maxi num
all put/offer operations will get blocked until the queue size
of the JVM goes down bel ow t he maxi mum
Any integer between O and | nteger. VAX VALUE. 0 neans |nteger. VAX VALUE. Default is O
->
<mex- si ze- per - j vim>10000</ max- si ze- per-j v

<I-i-
Name of the map configuration that will be used for the backing distributed
map for this queue
==
<backi ng- map- r ef >queue- map</ backi ng- map-r ef >
</ queue>
<map nanme="queue- map">
<backup- count >1</ backup- count >
<map- store enabl ed="true">
<cl ass- nane>com your, conpany. st or age. DBMapSt or e</ cl ass- nane>

<write-del ay- seconds>0</wite-del ay- seconds>

</ map- st or e>

</ map>
</ hazel cast >

If the backing map has no map- st or e defined then your distributed queue will be in-memory only. If the backing map
hasanap- st or e defined then Hazelcast will call your MapSt or e implementation to persist queue elements. Even

if you reboot your cluster Hazel cast will rebuild the queue with its content. When implementing a Map St or e for the
backing map, note that type of the key isaways Long and values are the elements you place into the queue. So make
sure MapSt or e. | oadAl | Keys returns Set <Long> for instance.

Tolearn about wildcard configuration feature, see Wildcard Configuration page.
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2.2. Distributed Topic

Hazel cast provides distribution mechanism for publishing messages that are delivered to multiple subscribers which

is also known as publish/subscribe (pub/sub) messaging model. Publish and subscriptions are cluster-wide. When a
member subscribes for atopic, it is actually registering for messages published by any member in the cluster, including
the new members joined after you added the listener. Messages are ordered, meaning, listeners(subscribers) will process
the messages in the order they are actually published. If cluster member M publishes messages m1, m2, m3..mnto a
topic T, then Hazelcast makes sure that all of the subscribers of topic T will receive and process m1, m2, m3...mnin
order. Therefore thereis only single thread invoking onMessage. The user shouldn't keep the thread busy and preferably
dispatch it via an Executor. Thiswill increase the performance of the topic

i mport com hazel cast. core. Topi c;

import com hazel cast. core. Hazel cast;
import com hazel cast. core. Messageli st ener;
import com hazel cast. confi g. Confi g;

public class Sanple inplenents Messageli st ener <MyEvent > {

public static void main(String[] args) {
Sanpl e sanpl e = new Sanpl e();
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
| Topic topic = hz.getTopic ("default");
t opi c. addMessageli st ener (sanpl e) ;
t opi c. publi sh (new MyEvent());
}

public void onMessage( M /Event nyEvent) {
System out. println("Message received = " + nyEvent.toString());
if (nyEvent.isHeavywei ght()) {
messageExecut or. execut e(new Runnabl e() {
public void run() {
doHeavywei ght St uf f (myEvent) ;
}

1)
}

...

private static final Executor nessageExecutor = Executors.newSi ngl eThreadExecutor();

Tolearn about wildcard configuration feature, see Wildcard Configuration page.

2.3. Distributed Map

Just like queue and set, Hazel cast will partition your map entries; and almost evenly distribute onto all Hazel cast
members. Distributed maps have 1 backup (replica-count) by default so that if a member goes down, we don't lose data.
Backup operations are synchronous so when amap. put (key, val ue) returns, itisguaranteed that the entry is
replicated to one other node. For the reads, it is also guaranteed that map. get ( key) returnsthe latest value of the entry.
Consistency is strictly enforced.
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import com hazel cast. core. Hazel cast;
inmport java.util.Mp;

inmport java.util.Collection;

import com hazel cast. confi g. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Map<String, Custoner> mapCustoners = hz.get Map("custoners");

mapCust oners. put ("1", new Custoner("Joe", "Smth"));
mapCust oner s. put ("2", new Custoner("Ali", "Selan));
mapCust oner s. put ("3", new Custoner("Avi", "Noyan"));

Col | ecti on<Cust oner > col Cust oners = napCust oners. val ues();
for (Custonmer custoner : col Custoners) {

/| process custoner
}

Hazel cast. get Map() actually returnscom hazel cast . core. | Map which

extendsj ava. util . concurrent. Concurrent Map interface. So methods like

Concur rent Map. put | f Absent ( key, val ue) and Concurr ent Map. r epl ace( key, val ue) can beused on
distributed map as shown in the example below.

import com hazel cast. core. Hazel cast;
import java.util.concurrent. Concurrent Map;

Cust oner get Custoner (String id) {
Concurrent Map<String, Customer> map = Hazel cast. get Map("custoners");
Cust oner custonmer = map.get(id);
if (custonmer == null) {
custonmer = new Custoner (id);
customer = map. putlfAbsent (id, custoner);

}

return custoner;

}

publ i c bool ean updat eCust omer (Custoner customner) {
Concurrent Map<String, Customer> map = Hazel cast. get Map("custoners");
return (map.replace(custoner.getld(), custoner) != null);

}

publ i c bool ean renoveCust onmer (Custoner customner) {
Concurrent Map<String, Customer> map = Hazel cast. get Map("custoners");
return map.renove(custoner.getld(), custoner) );

All Concur r ent Map operations such asput and r enove might wait if the key islocked by another thread
in the local or remote VM, but they will eventually return with success. Concur r ent Map operations never
throwj ava. uti | . Concurrent Modi fi cati onExcepti on.

Also see:
* Distributed Map internals.
» Data Affinity.

* Map Configuration with wildcards..

2.3.1. Backups

Hazelcast will distribute map entries onto multiple JVMs (cluster members). Each VM holds some portion of the data
but we don't want to lose data when a member JVM crashes. To provide data-safety, Hazelcast allows you to specify

the number of backup copies you want to have. That way dataon a VM will be copied onto other VM(s). Hazel cast
supports both sync and async backups. Sync backups block operations until backups are successfully copied to
backups nodes (or deleted from backup nodesin case of remove) and acknowledgements are received. In contrast, async
backups do not block operations, they are fire & forget and do not require acknowledgements. By default, Hazel cast will
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have one sync backup copy. If backup count >= 1, then each member will carry both owned entries and backup copies of
other member(s). So for the map. get ( key) cal, it ispossible that calling member has backup copy of that key but by
default, map. get ( key) will awaysread the value from the actual owner of the key for consistency. It is possible to
enable backup reads by changing the configuration. Enabling backup reads will give you greater performance.

<hazel cast >

<map nane="defaul t">
<I--
Nunmber of sync-backups. If 1 is set as the backup-count for exanple,
then all entries of the map will be copied to another JVM for
fail-safety. Valid nunbers are 0 (no backup), 1, 2, 3.
==
<backup- count >1</ backup- count >

<l--
Nunmber of async-backups. If 1 is set as the backup-count for exanple,
then all entries of the map will be copied to another JVM for
fail-safety. Valid nunbers are 0 (no backup), 1, 2, 3.

===

<async- backup- count >1</ async- backup- count >

<I--
Can we read the | ocal backup entries? Default value is false for
strong consi stency. Being able to read backup data will give you
greater perfornmance.

===

<r ead- backup- dat a>f al se</r ead- backup- dat a>

</ map>
</ hazel cast >

2.3.2. Eviction

Hazel cast also supports policy based eviction for distributed map. Currently supported eviction policies are LRU (Least
Recently Used) and LFU (Least Frequently Used). This feature enables Hazel cast to be used as a distributed cache.
Ifti me-to-1ive-seconds isnotOthenentriesolderthanti me-t o-1i ve-seconds valuewill get evicted,
regardless of the eviction policy set. Hereis a sample configuration for eviction:
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<hazel cast >

<map nane="defaul t">

<I--
Nunber of backups. If 1 is set as the backup-count for exanple,
then all entries of the map will be copied to another JVM for
fail-safety. Valid nunbers are 0 (no backup), 1, 2, 3.

=

<backup- count >1</ backup- count >

<l--
Maxi mum nunber of seconds for each entry to stay in the map. Entries that are
ol der than <tinme-to-live-seconds> and not updated for <tine-to-live-seconds>
will get automatically evicted fromthe map.
Any integer between 0 and Integer. MAX_ VALUE. O neans infinite. Default is O.
S
<time-to-live-seconds>0</tine-to-|ive-seconds>

<I--
Maxi mum nunber of seconds for each entry to stay idle in the map. Entries that are
idl e(not touched) for nore than <max-idl e-seconds> will get
automatically evicted fromthe map.
Entry is touched if get, put or containsKey is called.
Any integer between O and | nteger. VAX VALUE.
0 neans infinite. Default is O.
S

<max- i dl e- seconds>0</ max-i dl e- seconds>

<I--

Val id val ues are:

NONE (no extra eviction, <tinme-to-live-seconds> may still apply),

LRU (Least Recently Used),

LFU (Least Frequently Used).

NONE is the default.

Regardl ess of the eviction policy used, <tine-to-live-seconds> will still apply.
=
<evi ction-policy>LRU</eviction-policy>

<I--
Maxi mum si ze of the map. Wen nmax size is reached,
map is evicted based on the policy defined.
Any integer between 0 and |nteger. MAX_ VALUE. 0 neans
I nt eger. MVAX_VALUE. Default is O.

S

<max- si ze policy="cluster_w de_nap_si ze" >5000</ max- si ze>
<l--
When nmax. size is reached, specified percentage of
the map will be evicted. Any integer between 0 and 100.
If 25 is set for exanple, 25%of the entries will

get evi cted.
-->
<evi cti on- per cent age>25</ evi cti on- per cent age>
</ map>
</ hazel cast >

Max-Size Policies

There are 5 defined policies can be used in max-size configuration.

1. cluster_wide map_size: Cluster-wide total max map size (default policy).
<max- si ze policy="cluster_w de_nap_si ze" >50000</ max- si ze>

2. map_size per_jvm: Max map size per VM.
<mex-si ze policy="nmap_size_per_jvnl>5000</ max- si ze>

3. partitions wide map_size: Partitions (default 271) wide max map size.
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<mex-si ze policy="partitions_w de_map_si ze">27100</ max- si ze>
4. used_heap_size: Max used heap sizein MB (mega-bytes) per VM.
<max- si ze policy="used_heap_si ze" >4096</ max- si ze>
5. used_heap_percentage: Max used heap size percentage per VM.

<max-si ze pol i cy="used_heap_per cent age" >75</ max- si ze>

2.3.3. Persistence
Hazelcast allows you to load and store the distributed map entries from/to a persistent datastore such as relational
database. If aloader implementation is provided, when get ( key) iscaled, if the map entry doesn't exist in-memory
then Hazelcast will call your loader implementation to load the entry from a datastore. If a store implementation is
provided, when put ( key, val ue) iscalled, Hazelcast will call your store implementation to store the entry into a
datastore. Hazelcast can call your implementation to store the entries synchronously (write-through) with no-delay or
asynchronously (write-behind) with delay and it is defined by thewr i t e- del ay- seconds valuein the configuration.
If it iswrite-through, when the map. put ( key, val ue) cal returns, you can be sure that
* MapStore. store(key, val ue) issuccessfully called so the entry is persisted.
* In-Memory entry is updated
» In-Memory backup copies are successfully created on other IV Ms (if backup-count is greater than 0)
If it iswrite-behind, when the map. put ( key, val ue) call returns, you can be sure that
* In-Memory entry is updated
» In-Memory backup copies are successfully created on other IV Ms (if backup-count is greater than 0)
» Theentry ismarked asdi rty sothat after wri t e- del ay- seconds, it can be persisted.
Same behavior goesfor ther enove( key and MapSt or e. del et e( key) . If MapSt or e throws an exception
then the exception will be propagated back to the original put or r enove call inthe form of Runt i neExcept i on.
When write-through is used, Hazelcast will call MapSt or e. st or e( key, val ue) and MapSt or e. del et e( key)
for each entry update. When write-behind is used, Hazelcast will callMapSt or e. st or e( nap) , and
MapSt or e. del et e(col | ecti on) todo all writesin asingle call. Also note that your MapStore or MaplL oader
implementation should not use Hazel cast Map/Queue/M ultiMap/List/Set operations. Y our implementation should only
work with your data store. Otherwise you may get into deadlock situations.

Hereis a sample configuration:
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<hazel cast >
<map nane="defaul t">

<map-store enabl ed="true">
<I--
Nanme of the class inplenmenting MapLoader and/or MapStore.
The cl ass shoul d inplenent at | east of these interfaces and
contai n no-argunent constructor. Note that the inner classes are not supported.
===

<cl ass- nane>com hazel cast . exanpl es. Dummy St or e</ ¢l ass- nanme>

<l--
Nunmber of seconds to delay to call the MapStore. store(key, value).
If the value is zero then it is wite-through so MapStore. store(key, val ue)
will be called as soon as the entry is updated.
O herwise it is wite-behind so updates will be stored after wite-del ay-seconds
val ue by calling Hazel cast.storeAl |l (map). Default value is O.

===

<wr it e-del ay- seconds>0</writ e-del ay- seconds>

</ map- st or e>
</ map>
</ hazel cast >

I nitialization on startup:

Asof 1.9.3 MapLoader hasthenew MapLoader . | oadAl | Keys API. Itisused for pre-populating the in-memory
map when the map isfirst touched/used. If MapLoader . | oadAl | Keys returns NULL then nothing will be loaded.
Your MapLoader . | oadAl | Keys implementation can return all or some of the keys. Y ou may select and return only
thehot keys, for instance. Also note that thisis the fastest way of pre-populating the map as Hazelcast will optimize the
loading process by having each node loading owned portion of the entries.

Here is MapLoader initialization flow;

1. Whenget Map() first called from any node, initialization starts

2. Hazelcast will call MapLoader . | oadAl | Keys() to get al your keys on each node

3. Each node will figure out the list of keysit owns

4. Each nodewill load all its owned keys by calling MapLoader . | oadAl | (keys)

5. Each node putsits owned entries into the map by calling | Map. put Tr ansi ent ( key, val ue)

2.3.4. Query
Hazelcast partitions your data and spreads across cluster of servers. You can surely iterate over the map entries and ook
for certain entries you are interested in but thisis not very efficient as you will have to bring entire entry set and iterate
locally. Instead, Hazelcast allows you to run distributed queries on your distributed map.

Let's say you have a"employee" map containing values of Enpl oyee objects:

11
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inmport java.io.Serializable;

public class Enployee inplenents Serializable {
private String nane;

private int age;

private bool ean acti ve;

private doubl e sal ary;

publ i c Enpl oyee(String nane, int age, boolean live, double price) {
this. name = nane;
this. age = age;
this.active = live;
this.salary = price;

}

public Enpl oyee() {
}

public String getName() {
return name;

}

public int getAge() {
return age;

}

public double getSalary() {
return sal ary;

}

publ i c bool ean isActive() {
return active;

}
}

Now you are looking for the employees who are active and with age less than 30. Hazelcast allows you to find these
entriesin two different ways:

Distributed SQL Query
Sql Pr edi cat e takesregular SQL where clause. Here is an example:

i mport com hazel cast. core. | Map;
i mport com hazel cast. query. Sql Predi cat e;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nst ance(cfqg);
| Map map = hz. get Map("enpl oyee");

Set <Enpl oyee> enpl oyees = (Set <Enpl oyee>) nap. val ues(new Sgl Predi cate("active AND age < 30"));
Supported SQL syntax:
* AND/OR
e <expressi on> AND <expr essi on> AND <expressi on>. ..
e active AND age>30
e« active=false OR age = 45 OR nane = ' Joe'
e active AND (age >20 OR salary < 60000)
e =, 1= < <= > >=

e <expression> = val ue

* age <= 30

12
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* nane ="Joe"
e salary !'= 50000
« BETWEEN
e <attribute> [ NOT] BETVEEN <val uel> AND <val ue2>
* age BETWEEN 20 AND 33 (sane as age >=20 AND age<=33)
« age NOT BETWEEN 30 AND 40 (same as age <30 OR age>40)
* LIKE
e <attribute> [ NOT] LIKE 'expression'
%(percentage sign) is placeholder for many characters, _ (underscore) is placeholder for only one character.
e« nane LIKE 'Jo% (truefor'Jo€e, 'Josh’, "Joseph’ etc.)
 nane LIKE 'Jo_' (truefor'Joe; falsefor 'Josh’)
e nane NOT LIKE 'Jo ' (truefor 'Josh’; falsefor 'Joe)
e nane LIKE 'J_s% (truefor 'Josh’, 'Joseph’; false 'John', 'Joe)
* IN
e <attribute> [NOT] IN (vall, val2, ...)
« age IN (20, 30, 40)
< age NOT IN (60, 70)
Examples:
e« active AND (salary >= 50000 OR (age NOT BETWEEN 20 AND 30))
« age IN (20, 30, 40) AND sal ary BETWEEN (50000, 80000)
Criteria API
If SQL is not enough or programmable queries are preferred then JPA criterialike API can be used. Here is an example:

i mport com hazel cast. core. | Map;

import com hazel cast. query. Predi cat e;

import com hazel cast. query. Predi cat eBui | der;
import com hazel cast. query. EntryQbj ect;
import com hazel cast. confi g. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
| Map map = hz. get Map("enpl oyee");

EntryCbj ect e = new Predicat eBuil der().getEntryQbject();
Predi cate predicate = e.is("active").and(e.get("age").lessThan(30));

Set <Enpl oyee> enpl oyees = (Set <Enpl oyee>) nap. val ues(predicate);

Indexing

Hazel cast distributed queries will run on each member in parallel and only results will return the caller. When a query
runs on amember, Hazel cast will iterate through the entire owned entries and find the matching ones. Can we make this

13
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even faster? Y es by indexing the mostly queried fields. Just like you would do for your database. Of course, indexing will
add overhead for each wr i t e operation but queries will be alot faster. If you are querying your map alot then make sure
to add indexes for most frequently queried fields. So if your acti ve and age < 30 query, for example, isused a
lot then make sure you add index for act i ve and age fields. Here is how:

| Map i map = Hazel cast. get Map("enpl oyees");
i map. addl ndex("age", true); /| ordered, since we have ranged queries for this field
i map. addl ndex("active", false); /'l not ordered, because bool ean field cannot have range

APl | Map. addl ndex(fi el dNane, ordered) isused for adding index. For aeach indexed field, if you have -

ranged- queries such asage>30, age BETWEEN 40 AND 60 then or der ed parameter should bet r ue, otherwise set
ittof al se.

2.3.5. Near Cache
Map entries in Hazelcast are partitioned across the cluster. Imagine that you are reading key k so many timesand k is
owned by another member in your cluster. Each map. get ( k) will be aremote operation; lots of network trips. If you
have a map that is read-mostly then you should consider creating aNear Cache for the map so that reads can be much
faster and consume less network traffic. All these benefits don't come free. When using near cache, you should consider
the following issues:
* JVM will have to hold extra cached data so it will increase the memory consumption.
« If invalidation isturned on and entries are updated frequently, then invalidations will be costly.

» Near cache breaks the strong consistency guarantees; you might be reading stale data.

Near cacheis highly recommended for the maps that are read-mostly. Here is a near-cache configuration for amap :

14



Distributed Data Structures

<hazel cast >
<map nanme="ny-read- nost|y- map" >

<near - cache>

<I--
Maxi mum si ze of the near cache. Wien nax size is reached,
cache is evicted based on the policy defined.
Any integer between 0 and |nteger. MAX_ VALUE. 0 neans
I nt eger. MVAX_VALUE. Default is O.
S
<max- si ze>5000</ max- si ze>
<I--
Maxi mum nunber of seconds for each entry to stay in the near cache. Entries that are
ol der than <tinme-to-live-seconds> will get automatically evicted fromthe near cache.
Any integer between 0 and Integer. MAX_ VALUE. O neans infinite. Default is O.
S

<tinme-to-live-seconds>0</tinme-to-1ive-seconds>

<I--
Maxi mum nunber of seconds each entry can stay in the near cache as untouched (not-read).
Entries that are not read (touched) nore than <max-idl e-seconds> value will get renoved
fromthe near cache.
Any integer between O and | nteger. VAX VALUE. 0 neans
I nt eger. MVAX_VALUE. Default is O.

S

<mex-i dl e- seconds>60</ max-i dl e- seconds>

<I--

Val id val ues are:

NONE (no extra eviction, <tinme-to-live-seconds> may still apply),

LRU (Least Recently Used),

LFU (Least Frequently Used).

LRU is the default.

Regardl ess of the eviction policy used, <tine-to-live-seconds> will still apply.
S

<evi ction-policy>LRU</evi ction-policy>

<I--
Shoul d the cached entries get evicted if the entries are changed (updated or renobved).
true of false. Default is true.

-->

<i nval i dat e- on- change>t rue</i nval i dat e- on- change>

</ near - cache>
</ map>
</ hazel cast >

2.3.6. Entry Statistics

Hazel cast keeps extra information about each map entry such as creationTime, lastUpdateTime, lastAccessTime, number
of hits, version, and thisinformation is exposed to the developer vial Map. get MapEnt ry(key) cal. Hereisan
example:
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import com hazel cast. core. Hazel cast;
import com hazel cast. core. MapEntry;

Config cfg = new Config();

Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg)

MapEntry entry = hz.get Map("quotes").get MapEntry("1")
Systemout.println ("size in nenory : entry. get Cost ();
Systemout.println ("creationTine entry. get CreationTi me()
Systemout.println ("expirationTi nme entry. get ExpirationTi ne()
Systemout.println ("nunmber of hits entry.getH ts()
Systemout.println ("l astAccessedTi ne: entry. get Last AccessTi ne()
Systemout.println ("lastUpdateTi ne entry. get Last Updat eTi ne()

++ + + ++++++ o+

NN AN AN AN S S~~~

Systemout.println ("version entry. get Versi on()
Systemout.println ("isValid entry.isValid()
Systemout.println ("key entry. get Key()
Systemout.println ("val ue entry. get Val ue()
Systemout.println ("ol dval ue entry. set Val ue( newal ue)

2.3.7. Indexing

Map entries can be indexed to be able to query faster. These indexes can be created using IMap API. But this usage has a
limitation; all indexes must be created before any value is put into map. Sometimes by design adding an index to map may
be impossible before any value is added. For example if amap has MapLoader that |oads entries during map creation,
then adding indexes to map becomes meaningless. To solve this problem, Hazel cast introduces defining | Map indexesin
configuration.

» Hazelcast XML configuration

<map name="defaul t">

<i ndexes>
<i ndex ordered="fal se">nane</i ndex>
<i ndex ordered="true">age</i ndex>
</i ndexes>
</ map>

» Config API

mapConfi g. addMapl ndexConfi g( new Mapl ndexConfi g("nane", false));
mapConfi g. addMapl ndexConf i g( new Mapl ndexConfi g("age", true));

* Spring XML configuration

<hz: map nane="defaul t">
<hz:i ndexes>
<hz:index attribute="name"/>
<hz:index attribute="age" ordered="true"/>
</ hz:indexes>
</ hz: map>

To learn about wildcard configuration feature, see Wildcard Configuration page.

2.4. Distributed MultiMap

Mul t i Map isaspecialized map where you can associate a key with multiple values. Just like any other distributed data
structure implementation in Hazelcast, Mul t i Map is distributed/partitioned and thread-safe.
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import com hazel cast.core. Mul ti Map;
i mport com hazel cast. core. Hazel cast;
inmport java.util.Collection;

import com hazel cast. confi g. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);

/1 a multimap to hold <custonerld, Order> pairs

Ml ti Map<String, Order> mmCustonerOrders = hz.getMul ti Map("custoner Orders");
mCust oner Orders. put ("1", new Order ("iPhone", 340));

mCust oner Orders. put ("1", new Order ("MacBook", 1200));

mCust oner Orders. put ("1", new Order ("iPod", 79));

/1 get orders of the custoner with custonerld 1.
Col | ecti on<Order> col Orders = mmCust oner Orders. get ("1");
for (Order order : col Orders) {

/'l process order

}

/'l renmove specific key/value pair
bool ean renpved = mmCust oner Orders. renove(" 1", new Order ("iPhone", 340));

2.5. Distributed Set

Distributed Set is distributed and concurrent implementation ofj ava. uti | . Set . Set doesn't allow duplicate elements,
so elements in the set should have proper hashCode and equals methods.

i mport com hazel cast. core. Hazel cast;
import java.util. Set;

inmport java.util.lterator;

i mport com hazel cast. config. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nst ance(cfqg);

java.util.Set set = hz.getSet("|BM Quote-History");
set.add(new Price(10, tinmel));
set.add(new Price(11, tinme2));
set.add(new Price(12, tinme3));
set.add(new Price(11, tinmed));
.. ..
Iterator it = set.iterator();
while (it.hasNext()) {
Price price = (Price) it.next();
/[ anal yze

2.6. Distributed List

Distributed List is very similar to distributed set, but it allows duplicate elements.
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import com hazel cast. core. Hazel cast;
inmport java.util.List;

inmport java.util.lterator;

import com hazel cast. confi g. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);

java.util.List list = hz.getList("lBM Quote-Frequency");
list.add(new Price(10));
list.add(new Price(11));
l'ist.add(new Price(12));
list.add(new Price(11));
l'ist.add(new Price(12));

Il ...
Iterator it = list.iterator();
while (it.hasNext()) {
Price price = (Price) it.next();
/] anal yze

2.7. Distributed Lock

i mport com hazel cast. core. Hazel cast;
i mport com hazel cast. config. Confi g;
inmport java.util.concurrent.| ocks. Lock;

Config cfg = new Config();

Hazel cast | nstance hz = Hazel cast. newHazel cast | nst ance(cfg);
Lock | ock = hz. get Lock(nyLockedObj ect);

I ock. | ock();

try {
/1 do something here

} finally {
| ock. unl ock();
}

java.util.concurrent.|ocks. Lock.tryLock() withtimeoutisaso supported. All operations on
the Lock that Hazel cast . get Lock( Qbj ect obj ) returns are cluster-wide and Lock behavesjust like
java.util.concurrent.| ock. Reentrant Lock.

if (lock.tryLock (5000, TimeUnit.M LLISECONDS)) ({

try {
/1 do sonme stuff here..

}
finally {

I ock. unl ock();
}

}

Locks are fail-safe. If amember holds alock and some of the members go down, cluster will keep your locks safe and
available. Moreover, when a member leaves the cluster, al the locks acquired by this dead member will be removed so
that these locks can be available for live membersimmediately.

2.8. Distributed Events

Hazelcast allows you to register for entry eventsto get notified when entries added, updated or removed. Listeners are
cluster-wide. When a member adds a listener, it is actually registering for events originated in any member in the cluster.
When anew member joins, events originated at the new member will also be delivered. All events are ordered, meaning,
listeners will receive and process the eventsin the order they are actually occurred.
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inmport java.util.Queue;

inmport java.util.Mp;

inmport java.util. Set;

import com hazel cast. core. Hazel cast;
import com hazel cast.core. |tenlistener;
i mport com hazel cast. core. EntrylLi st ener;
import com hazel cast. core. EntryEvent;
import com hazel cast. confi g. Confi g;

public class Sanple inplenents ItenListener, EntrylListener {

public static void main(String[] args) {
Sanpl e sanpl e = new Sanpl e();
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
| Queue queue = hz.get Queue ("default");
| Map map hz. get Map ("default");
| Set set hz. get Set ("default");
/llisten for all added/ updated/renoved entries
queue. addl t enli st ener (sanpl e, true);
set.addl tenli stener (sanple, true);
map. addEntryLi st ener (sanple, true);
/[llisten for an entry with specific key
map. addEntryLi st ener (sanple, "keyobj");

}

public void entryAdded(EntryEvent event) {
Systemout.println("Entry added key=" + event.getKey() + ", value=" + event.getValue());
}

public void entryRenoved(EntryEvent event) {
Systemout.println("Entry renoved key=" + event.getKey() + ", value=" + event.getValue());
}

public void entryUpdat ed(EntryEvent event) {
Systemout.println("Entry update key=" + event.getKey() + ", value=" + event.getValue());
}

public void entryEvi cted(EntryEvent event) {
Systemout.println("Entry evicted key=" + event.getKey() + ", value=" + event.getValue());
}

public void itemAdded(Cbject itenm {
Systemout.println("ltemadded =" + iten;
}

public void itenRenpved(Object item {
Systemout.println("ltemrenoved =" + item;
}

19



Chapter 3. Elastic Memory

(Enterprise Edition Only)

By default, Hazel cast stores your distributed data (map entries, queue items) into Java heap which is subject to garbage
collection. Asyour heap gets bigger, garbage collection might cause your application to pause tens of seconds, badly
effecting your application performance and response times. Elastic Memory is Hazel cast with off-heap (direct) memory
storage to avoid GC pauses. Even if you have terabytes of cache in-memory with lots of updates, GC will have amost no
effect; resulting in more predictable latency and throughput.

Here are the steps to enable Elastic Memory:

Set the maximum direct memory JVM can allocate. Examplej ava - XX: MaxDi r ect MenorySi ze=60G . ..
Enable Elastic Memory by setting hazel cast . el asti c. menory. enabl ed Hazelcast Config Property tot r ue.

Set the total direct memory size for Hazel castlnstance by setting hazel cast . el asti c. menory. total . si ze
Hazelcast Config Property. Size can bein MB or GB and abbreviation can be used, such as60Gand 500M

Set the chunk sizein KB by setting hazel cast . el asti c. menory. chunk. si ze Hazelcast Config Property.
Hazelcast will partition the entire offheap memory into chunks. Default chunk sizeis 1. Chunk size has to be power of
2suchasl, 2,4and 8.

Configure maps you want them to use Elastic Memory by setting St or age Ty pe toOFFHEAP. Default value isHEAP.
Using XML configuration:

<hazel cast >
<map name="defaul t">
<st or age- t ype>OFFHEAP</ st or age- t ype>

</ map>
</ hazel cast >

Using Config API:

MapConfi g mapConfig = new MapConfig();
mapConfi g. set St or ageType( St or ageType. OFFHEAP) ;

If Near Cache isdefined for amap, al near cached items are al so going to be stored on the same off-heap. So off-heap
storage is used for both near cache and distributed object storage.

Also see how to configure license key.
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Hazelcast has an extensible, JAAS based security feature which can be used to authenticate both cluster members and
clients and to do access control checks on client operations. Access control can be done according to endpoint principal
and/or endpoint address. Security can be enabled and configured either in configuration xml or using Config api.

<hazel cast xsi:schemaLocation="http://ww. hazel cast.com schema/ config
http://ww. hazel cast.com schema/ confi g/ hazel cast - confi g-2.5. xsd"
xm ns="http://ww. hazel cast. conl schena/ confi g"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schenma- i nst ance" >
<security enabl ed="true">
</security>

</ hazel cast >

Config cfg = new Config();
SecurityConfig securityCfg = cfg.getSecurityConfig();
securityCfg. set Enabl ed(true);

Also see how to configure license key.

4.1. Credentials

One of the key elementsin Hazelcast security isCr edent i al s object. It isused to carry al credentials of an
endpoint (member or client). Cr edent i al s isan interface which extends Ser i al i zabl e and has three methods
to be implemented. Users, according to their needs, can either implement Cr edent i al s interface or extend

Abst ract Credent i al s classwhichisan abstract implementation of Cr edent i al s.

package com hazel cast. security;

publ ic interface Credentials extends Serializable {
String get Endpoint();
voi d set Endpoi nt (String endpoint) ;

String getPrincipal () ;
}

Credenti al s. set Endpoi nt () method iscalled by Hazelcast when auth request arrives to node before
authentication takes place.

package com hazel cast. security;

public abstract class AbstractCredentials inplenments Credentials, DataSerializable {
private transient String endpoint;
private String principal;

}

User nanmePasswor dCr edent i al s, acustom implementation of Cr edent i al s can be found in Hazel cast
com hazel cast . security package. It is used by default configuration during authentication process of both
members and clients.

package com hazel cast. security;

public class UsernanePasswordCredential s extends Credentials {
private byte[] password;
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4.2. ClusterLoginModule

All security attributes are carried in Cr edent i al s object and Cr edent i al s isused by Logi nModul e [http://
download.oracle.com/javase/1.5.0/docs api/javax/security/auth/spi/L oginM odul e.ntml] s during authentication process.
Accessing user supplied attributes from Logi nModul e [http://download.oracle.com/javase/1.5.0/docs/api/javax/
security/auth/spi/LoginModule.html] sisdone by Cal | backHandl er [http://download.oracle.com/javase/1.5.0/
docs/api/javax/security/auth/callback/CallbackHandler.html] s. To provide accessto Cr edent i al s object, Hazelcast
uses its own specialized Cal | backHandl er . During initialization of Logi nModul es Hazelcast will pass this special
Cal | backHandl erinto Logi nModul e.initialize() method.

Logi nMbdul e implementations should create an instance of

com hazel cast. security. Credenti al sCal | back andcal handl e( Cal | back[] cal | backs) method
of Cal | backHandl er duringlogin process. Cr edent i al sCal | back. get Credenti al s() will return supplied
Credenti al s object.

public class Custonliogi nMbdul e i npl enents Logi nModul e {
Cal | backHandl er cal | backHandl er;
Subj ect subj ect;

public final void initialize(Subject subject, CallbackHandl er call backHandl er,
Map<String, ?> sharedState, Map<String, ?> options) {
t hi s. subj ect = subject;
this. cal | backHandl er = cal | backHandl er;

}

public final boolean |ogin() throws Logi nException {
Credenti al sCal | back cal | back = new Credenti al sCal | back();

try {
cal | backHandl er . handl e(new Cal | back[] {cal | back});
credentials = cb.getCredential s();

} catch (Exception e) {
t hrow new Logi nExcepti on(e. get Message());

}

* To use default Hazel cast permission policy, an instance of com hazel cast . security. C usterPrinci pal
that holding Cr edent i al s object must be created and added to Subj ect . pri nci pal s
onLogi nMbdul e. commi t ().

public class MyCustonliogi nMbdul e i npl enents Logi nMbdul e {
public bool ean commt() throws Logi nException {

final Principal principal = new CusterPrincipal (credentials);
subj ect . get Pri nci pal s().add(principal);

return true;

Hazelcast also has an abstract implementation of Logi nMbdul e that does callback and cleanup operations and holds
resulting Cr edent i al s instance. Logi nMbdul esextending Cl ust er Logi nModul e can accessCr edent i al s,
Subj ect , Logi nModul e instancesand opt i ons and shar edSt at e maps. Extending Gl ust er Logi nMbdul e is
recommended instead of implementing all required stuff.
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package com hazel cast. security;
public abstract class O usterLogi nvodul e inpl enents Logi nMbdul e {

protected abstract bool ean onLogi n() throws Logi nException
protected abstract bool ean onCommit() throws Logi nException
protected abstract bool ean onAbort() throws Logi nException
protected abstract bool ean onLogout () throws Logi nException

4.3. Cluster Member Security

Hazel cast supports standard Java Security (JAAS) based authentication between cluster members. Y ou should configure
one or moreLogi nMbdul esand an instance of com hazel cast. security. | Credenti al sFactory.
Although Hazel cast has default implementations using cluster group and group-password and

User namePasswor dCr edent i al s on authentication, it is advised to implement these according to specific needs
and environment.

<security enabl ed="true">
<menber - credenti al s-factory cl ass-nanme="com hazel cast. exanpl es. M/Credent i al sFactory">
<properties>
<property nanme="propertyl">val uel</ property>
<property nanme="property2">val ue2</ property>
</ properties>
</ menber - credenti al s-factory>
<menber - | ogi n- nodul es>
<l ogi n- nodul e cl ass- nanme="com hazel cast. exanpl es. M\yRequi r edLogi nMbdul " usage="requi red">
<properties>
<property nane="property3">val ue3</ property>
</ properties>
</l ogi n- nodul e>
<l ogi n- nodul e cl ass- nanme="com hazel cast. exanpl es. MySuf fi ci ent Logi nMbdul e" usage="sufficient">
<properties>
<property nanme="property4">val ue4</ property>
</ properties>
</l ogi n- nodul e>
<l ogi n- nodul e cl ass- nanme="com hazel cast. exanpl es. M\yOpt i onal Logi nMbdul e" usage="opti onal ">
<properties>
<property nanme="property5">val ue5</ property>
</ properties>
</l ogi n- nodul e>
</ menber - | ogi n- nodul es>

</security>

Y ou can define as many asLogi nMbdul esyou wanted in configuration. Those are executed in
given order. Usage attribute has 4 values; 'required’, 'requisite’, 'sufficient’ and 'optional’ as defined in
javax. security. auth.login. AppConfi gurati onEntry. Logi nModul eContr ol Fl ag.

package com hazel cast. security;

/* | Credential sFactory is used to create Credentials objects to be used
* during node authentication before connection accepted by master node
puLIic interface | Credential sFactory {
voi d configure(G oupConfig groupConfig, Properties properties)
Credential s newCredential s();

voi d destroy();
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Properties defined in configuration are passed to | Cr edent i al sFact ory. confi gur e() method as
java.util.PropertiesandtoLogi nModul e.initialize() methodag ava. util . Map.

4.4. Native Client Security

Hazelcast's Client security includes both authentication and authorization.

4.4.1. Authentication

Authentication mechanism just works the same as cluster member authentication. |mplementation of client authentication
requiresaCr edent i al s and one or more Logi nModul e(s). Client side does not have/need a factory object to create
Credenti al s objectslikel Credent i al sFact ory. Credenti al s must be created at client side and sent to
connected node during connection process.

<security enabl ed="true">
<cl i ent -1 ogi n- nodul es>
<l ogi n- nodul e cl ass- nane="com hazel cast. exanpl es. MyRequi redd i ent Logi nModul e" usage="requi red">
<properties>
<property nane="property3">val ue3</ property>
</ properties>
</l ogi n- nodul e>
<l ogi n- nodul e cl ass- name="com hazel cast. exanpl es. MySuffi ci ent d i ent Logi nModul e" usage="sufficient">
<properties>
<property nane="property4">val ue4</ property>
</ properties>
</'| ogi n- nodul e>
<l ogi n- nodul e cl ass- nane="com hazel cast. exanpl es. MyOpti onal C i ent Logi nModul e* usage="optional ">
<properties>
<property nane="property5">val ues</ property>
</ properties>
</'| ogi n- nodul e>
</client-I ogin- modul es>

</security>

You can define as many asLogi nbdul esyou wanted in configuration. Those are executed in
given order. Usage attribute has 4 values; 'required’, 'requisite’, 'sufficient' and 'optional’ as defined in
javax.security. auth. | ogin. AppConfi gurationEntry. Logi nModul eContr ol Fl ag.

final Credentials credentials = new User nanePasswor dCredenti al s("dev", "dev-pass")
Hazel cast I nstance client = Hazel castd i ent.newHazel castdient(credentials, "local host")

4.4.2. Authorization

Hazel cast client authorization is configured by a client permission policy. Hazelcast has a default permission policy
implementation that uses permission configurations defined in Hazel cast security configuration. Default policy permission
checks are done against instance types (map, queue...), instance names (map, queue etc. name), instance actions (put,

get, remove, add...), client endpoint addresses and client principal defined by Cr edent i al s object. Instance and
principal names and endpoint addresses can be defined as wildcards(*). Take a look at Wildcard Name Configuration
and Newtwork Configuration pages.

24



Security (Enterprise Edition Only)

<security enabl ed="true">
<cl i ent - per m ssi ons>
<l-- Principal '"admn' fromendpoint '127.0.0.1' has all perm ssions. -->
<al | - perm ssi ons principal ="adm n">
<endpoi nt s>
<endpoi nt >127. 0. 0. 1</ endpoi nt >
</ endpoi nt s>
</ al | - perm ssi ons>

<!-- Principals naned 'dev' fromall endpoints have 'create', 'destroy’
"put', 'get' permissions for map naned 'default'. -->
<map- per m ssi on nane="defaul t" principal ="dev">
<actions>

<acti on>creat e</acti on>
<acti on>destroy</acti on>
<acti on>put </ acti on>
<acti on>get </ acti on>
</ actions>
</ map- per m ssi on>

<l-- Al principals fromendpoints '127.0.0.1" or matching to '10.10.*.*'
have 'put', 'get', 'renove' perm ssions for nmap
whose nane natches to 'comfoo.entity.*" . -->

<map- perm ssi on nane="com foo.entity.*">
<endpoi nt s>

<endpoi nt >10. 10. *. *</ endpoi nt >
<endpoi nt >127. 0. 0. 1</ endpoi nt >
</ endpoi nt s>
<actions>
<acti on>put </ acti on>
<acti on>get </ acti on>
<acti on>renove</ acti on>
</ actions>
</ map- per m ssi on>

<!-- Principals naned 'dev' from endpoints matching to either
'192.168.1.1-100" or '192.168.2.*"
have 'create', 'offer', 'poll' perm ssions for all queues. -->

<gueue- perm ssi on nanme="*" princi pal ="dev">
<endpoi nt s>
<endpoi nt >192. 168. 1. 1- 100</ endpoi nt >
<endpoi nt >192. 168. 2. *</ endpoi nt >
</ endpoi nt s>
<actions>
<acti on>creat e</acti on>
<acti on>of fer</acti on>
<action>pol | </ action>
</ actions>
</ queue- per m ssi on>

<l-- Al principals fromall endpoints have transacti on perm ssion.-->
<transacti on-perm ssion />
</client-perm ssi ons>
</security>

Users also can define their own policy by implementing com hazel cast. security. | Perm ssionPolicy.
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package com hazel cast. security;

/**

* | Perm ssionPolicy is used to determi ne any Subject's
* perm ssions to performa security sensitive Hazel cast operation

*
*/
public interface | Perm ssionPolicy {
voi d configure(SecurityConfig securityConfig, Properties properties)

Per m ssi onCol | ecti on get Perm ssi ons(Subj ect subject, C ass<? extends Perm ssion> type)

voi d destroy();

Permission policy implementations can accesscl i ent - per mi ssi ons in configuration by using
SecurityConfig.getdientPerm ssionConfigs() duringconfi gure(SecurityConfig
securityConfig, Properties properties) methodiscalled by Hazelcast.

| Permi ssi onPol i cy. get Per ni ssi ons( Subj ect subj ect, C ass<? extends Permn ssion>
type) method isused to determine a client request has been granted permission to do a security-sensitive
operation. Permission policy should return aPer m ssi onCol | ect i on containing permissions of given type for
givenSubj ect . Hazelcast access controller will call Per mi ssi onCol | ecti on. i npl i es( Per i ssi on)
on returning Per mi ssi onCol | ect i on and will decideif current Subj ect has permitted to access to requested
resources or not.

4.4.3. Permissions

1. All Permission

<al | - perm ssions principal ="principal">
<endpoi nt s>

</endh6ints>

</ all - perm ssi ons>

2. Map Permission

<map- per m ssi on nane="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</ map- per m ssi on>

Actions: all, create, destroy, put, get, remove, listen, lock, stats
3. Queue Permission
<queue- per m ssi on nanme="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<actions>

</ actions>
</ queue- per m ssi on>

Actions: all, create, destroy, offer, poll, get, remove, listen, stats

4. Multimap Permission
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<mul t i map- per m ssi on nane="nane" princi pal ="princi pal ">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</ mul ti map- perm ssi on>

Actions: all, create, destroy, put, get, remove, listen, lock, stats

. Topic Permission

<t opi c- perm ssi on name="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</t opi c- perm ssi on>

Actions: create, destroy, publish, listen, stats

. List Permission

<l i st-perm ssion nane="nane" principal ="principal">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</list-perm ssion>

Actions: all, create, destroy, add, set, get, remove, listen

. Set Permission

<set - perm ssi on nane="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</ set - per m ssi on>

Actions: all, create, destroy, add, get, remove, listen

. Lock Permission

<l ock- perm ssi on nanme="nane" principal ="principal ">
<endpoi nt s>
</ endpoi nt s>
<actions>
</ actions>
</l ock- perm ssi on>
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Actions: all, create, destroy, lock, stats

9. AtomicNumber Permission

<at om c- nunber - per m ssi on nane="nane" princi pal ="princi pal ">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</ at om c- nunber - per m ssi on>

Actions: all, create, destroy, increment, decrement, get, set, add, stats

10.CountDownL atch Permission

<count down- | at ch- per m ssi on nane="nane" princi pal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<acti ons>
</ actions>

</ count down- | at ch- per m ssi on>

Actions: all, create, destroy, countdown, set, stats

11.Semaphor e Permission

<senmaphor e- per mi ssi on nane="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<actions>
</ actions>

</ semaphor e- per m ssi on>

Actions: all, create, destroy, acquire, release, drain, stats

12 Executor Service Permission

<execut or - servi ce-perm ssi on nanme="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>
<actions>

</ actions>
</ execut or - servi ce- per m ssi on>

Actions: all, create, destroy, execute

13.Listener Permission
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<l i st ener-perm ssion nane="nane" principal ="principal ">
<endpoi nt s>

</ endpoi nt s>

</li st ener-perm ssion>

Names: all, instance, member
14.Transaction Permission
<transacti on-perni ssion principal ="principal">
<endpoi nt s>

</ endpoi nt s>
</transacti on- perni ssi on>
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Chapter 5. Data Affinity

Co-location of related data and computation!

Hazel cast has a standard way of finding out which member owns/manages each key object. Following operations will be
routed to the same member, since al of them are operating based on the same key, "key1".

Config cfg = new Config();

Hazel cast | nst ance i nstance = Hazel cast. newHazel cast | nstance(cfg);
Map mapa = instance. get Map(" mapa");

Map mapb i nstance. get Map( " nmapb");

Map mapc i nstance. get Map( " mapc");

mapa. put ("keyl", val ue);

mapb. get (" keyl");

mapc. renove("keyl");

/'l since map nanes are different, operation will be manipul ating
/] different entries, but the operation will take place on the
/| same nmenber since the keys ("keyl") are the sane

i nstance. get Lock ("keyl1"). !l ock();
/'l 1ock operation will still execute on the sane nmenber of the cluster
/'l since the key ("keyl") is sane

i nst ance. get Execut or Servi ce() . execute(new Di stri but edTask(runnabl e, "keyl"));
/] distributed execution will execute the 'runnable' on the sanme nmenber
/'l since "keyl" is passed as the key.

So when the keys are the same then entries are stored on the same node. But we sometimes want to have related entries
stored on the same node. Consider customer and his’her order entries. We would have customers map with customerld

as the key and orders map with orderld as the key. Since customerld and orderlds are different keys, customer and his/
her orders may fall into different members/nodesin your cluster. So how can we have them stored on the same node? The
trick hereisto create an affinity between customer and orders. If we can somehow make them part of the same partition
then these entries will be co-located. We achieve this by making orderldsPar ti t i onAwar e

public class OrderKey inplenments Serializable, PartitionAware {
int custonerld;
int orderld;

public OrderKey(int orderld, int custonerld) {
this.custonerld = custonerld;
this.orderld = orderld;

}

public int getCustonerld() {
return custonerld;

}

public int getOrderld() {
return orderld;

}

public Onject getPartitionKey() {
return custonerld;

}

@verride
public String toString() {
return "O derKey{" +
"custonerld=" + custonerld +
", orderld=" + orderld +

"}
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Notice that OrderKey implementsParti ti onAwar e andget Partiti onKey() returnsthecust oner | d. This
will make sure that Cust oner entry and its Or der s are going to be stored on the same node.

Config cfg = new Config();

Hazel cast | nstance i nstance = Hazel cast. newHazel cast | nstance(cfg);
Map mapCustoners = instance. get Map("cust oners")

Map mapOrders = instance. get Map("orders")

/'l create the custoner entry with custoner id =1

mapCust oners. put (1, custoner);

/'l now create the orders for this custoner

mapOr der s. put (new OrderKey(21, 1), order);

mapOr der s. put (new OrderKey(22, 1), order);

mapOr der s. put (new OrderKey(23, 1), order);

Let say you have a customers map where cust oner | d isthe key and the customer object is the value. and customer
object contains the customer's orders. and let say you want to remove one of the orders of a customer and return the
number of remaining orders. Here is how you would normally do it:

public static int renmoveOrder(long custonerld, |ong orderld) throws Exception {
| Map<Long, Custoner> napCustoners = instance. get Map("custoners");
mapCust oners. | ock (custonerld);
Custonmer custonmer = mapCustoners. get(custonerld);
custormer. removeOrder (orderld);
mapCust oner s. put (custoner | d, custoner);
mapCust oner s. unl ock(cust oner | d);
return custoner. get O der Count ();

There are couple of things we should consider:

1. There are four distributed operations there.. lock, get, put, unlock.. Can we reduce the number of distributed
operations?

2. Customer object may not be that big but can we not have to pass that object through the wire? Notice that, we are
actually passing customer object through the wire twice; get and put.

So instead, why not moving the computation over to the member (JVM) where your customer data actualy is. Hereis
how you can do this with distributed executor service:

1. SendaPartitionAwar e Cal | abl e task.
2. Cal | abl e doesthe deletion of the order right there and returns with the remaining order count.

3. Upon completion of the Cal | abl e task, return the result (remaining order count). Plus you do not have to wait until
the the task complete; since distributed executions are asynchronous, you can do other things in the meantime.

Here is a sample code:
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public static int renmoveOrder(long custonerld, |long orderld) throws Exception {
Execut or Servi ce es = instance. get Execut or Servi ce();
Or der Del eti onTask task = new OrderDel eti onTask(custonerld, orderld);
Future future = es.submt(task);
int remai ningOrders = future.get();
return renaini ngOrders;

}
public static class O derDel etionTask i npl enents Cal | abl e<lInteger>, PartitionAware, Serializable {

private | ong custonerld;
private |ong orderld;

public OrderDel etionTask() {

public OrderDel etionTask(long custonerld, |ong orderld) {
super () ;
this.custonerld = custonerld;
this.orderld = orderld;

public Integer call () {
| Map<Long, Custoner> mapCustoners = Hazel cast. get Map("custoners");
mapCust oners. | ock (custonerld);
Cust oner custoner = nmapCustoners. get(custonerld);
custoner.renmoveOrder (orderld);
mapCust oner s. put (cust oner | d, custoner);
mapCust oner s. unl ock(custonerl d);
return custoner.get O der Count ();

public Ooject getPartitionKey() {
return custonerld;

Benefits of doing the same operation with distributed Execut or Ser vi ce based on the key are:
» Only onedistributed execution (es. subni t (t ask) ), instead of four.
* Lessdatais sent over the wire.

* Since lock/update/unlock cycle is donelocally (local to the customer data), lock duration for the Cust oner entry is
much less so enabling higher concurrency.
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» Add the following system properties to enable jmx agent [http://download.oracle.com/javase/1.5.0/docs/guide/
management/agent.html]

* -Dcom.sun.management.jmxremote

¢ -Dcom.sun.management.jmxremote.port=_portNo_ (to specify jmx port) optional

¢ -Dcom.sun.management.jmxremote.authenticate=fal se (to disable jmx auth) optional
» Enable Hazelcast property hazelcast.jmx

» using Hazelcast configuration (api, xml, spring)

 or set system property -Dhazel cast.jmx=true
» Usejconsole, jvisualvm (with mbean plugin) or another jmx-compliant monitoring tool.
Following attributes can be monitored:
* Cluster

e config

* group name

 count of members and their addresses (host:port)

e operations: restart, shutdown cluster
* Member

* inet address

* port

* lite member state
o Statistics

* count of instances

* number of instances created, destroyed since startup

« max instances created, destroyed per second

AtomicNumber

* name

* actual value

« operations: add, set, compareAndSet, reset
o List, Set

e name

e size

* items (asstrings)
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Monitoring with IMX

« operations: clear, reset statistics
. Map

e name

e size

e operations: clear
¢ Queue

* name

e size

¢ received and served items

» operations: clear, reset statistics
e Topic

e name

« number of messages dispatched since creation, in last second

« max messages dispatched per second




Chapter 7. Cluster Utilities

7.1. Cluster Interface

Hazelcast allows you to register for membership events to get notified when members added or removed. Y ou can also get
the set of cluster members.

import com hazel cast. core. *;
import com hazel cast. confi g. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Cluster cluster = hz.getd uster();
cl ust er. addMenber shi pLi st ener (new Menber shi pLi st ener () {
public void nmenber Added( Menber shi pEvent menber si pEvent) {
System out . println("Menber Added " + nenbersi pEvent);

}

public void nenber Renoved( Menber shi pEvent nenber si pEvent) {
System out . println("Menber Renoved " + menbersi pEvent);

}
1)

Menmber | ocal Menber = cluster. getLocal Menber();
Systemout.println ("my inetAddress= " + | ocal Menber. getl net Address());

Set setMenbers = cluster. get Menbers();

for (Menber menber : setMenbers) {
Systemout.println ("isLocal Menber " + nenber.| ocal Menber());
Systemout.println ("nmenber.inetaddress " + nenber.getlnet Address());
Systemout.println ("menber.port " + nenber.getPort());

7.2. Cluster-wide Id Generator

Hazelcast IdGenerator creates cluster-wide unique 1Ds. Generated 1Ds are long type primitive values between 0 and
Long. MAX_VALUE . Id generation occurs amost at the speed of At omi cLong. i ncr erent AndGet () . Generated
IDs are unique during the life cycle of the cluster. If the entire cluster is restarted, 1Ds start from 0 again.

import com hazel cast. core. | dCGenerat or;
import com hazel cast. core. Hazel cast;

Config cfg = new Config();

Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
| dGener at or idGenerator = hz.getldGenerator("customer-ids");
long id = idGenerator.newd();

7.3. LiteMember

LiteMembers are members with no storage. If - Dhazel cast. | ite. menber =t r ue VM parameter is set, then the
JVM will join the cluster as a'lite member' which will not be a'data partition' (no data on that node) but will have super
fast access to the cluster just like any regular member does.
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Chapter 8. Transactions

8.1. Transaction Interface

Hazelcast can be used in transactional context. Basically start a transaction, work with queues, maps, sets and do other
things then commit/rollback in one shot.

inmport java.util.Queue;

inmport java.util. Mp;

inmport java.util. Set;

import com hazel cast. core. Hazel cast;
import com hazel cast. core. Transacti on;

Config cfg = new Config();

Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Queue queue = hz. get Queue("nmyqueue");

Map map hz.getMap ("nymap");

Set set hz.getSet ("nyset");

Transaction txn = hz.get Transacti on();
t xn. begi n();
try {
Obj ect obj = queue. poll();
/| process obj
map. put ("1", "valuel");
set.add ("val ue");
/1 do ot her things..
txn.commit();
}catch (Throwable t) {
txn. rol | back();
}

Isolation is always REPEATABLE _READ. If you are in atransaction, you can read the datain your transaction and

the data that is already committed and if not in atransaction, you can only read the committed data. Implementation is
different for queue and map/set. For queue operations (offer,poll), offered and/or polled objects are copied to the next
member in order to safely commit/rollback. For map/set, Hazelcast first acquires the locks for the write operations (put,
remove) and holds the differences (what is added/removed/updated) locally for each transaction. When transaction is set
to commit, Hazel cast will release the locks and apply the differences. When rolling back, Hazel cast will simply releases
the locks and discard the differences. Transaction instance is attached to the current thread and each Hazel cast operation
checksiif the current thread holds a transaction, if so, operation will be transaction aware. When transaction is committed,
rolled back or timed out, it will be detached from the thread holding it.

8.2. J2EE Integration

Hazelcast can be integrated into J2EE containers via Hazel cast Resource Adapter ( hazel cast-rarar ). After proper
configuration, Hazel cast can participate in standard J2EE transactions.
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<%cpage i nport="j avax.resource. Resour ceExcepti on" %
<%cpage inport="javax.transaction.*" %

<%cpage inport="javax.nam ng.*" %

<%cpage i nport="javax.resource.cci.*" %

<%page inport="java.util.*" %

<%page i nport="com hazel cast.core. Hazel cast" %

<%

User Transaction txn = null;

Connection conn = nul |;

Config cfg = new Config();

Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Queue queue = hz.get Queue ("default");

Map map = hz. get Map ("default");
Set set = hz. get Set ("default");
List list = hz.getList ("default");
try {

Context context = new Initial Context();
txn = (User Transacti on) context.| ookup("java: conp/ User Tr ansacti on");
t xn. begi n();

Connecti onFactory cf = (ConnectionFactory) context.|lookup ("java:conp/env/ Hazel cast CF");
conn = cf.get Connection();

queue. of fer ("newi ten');
map. put ("1", "valuel");
set.add ("iteml");

list.add ("listitenl");

txn.comit();
} catch (Throwable e) {
if (txn !'=null) {
try {
txn. rol | back();
} catch (Exception ix) {ix.printStackTrace();};

}
e.printStackTrace();
} finally {
if (conn !=null) {
try {
conn. cl ose();
} catch (Exception ignored) {};
}
}
%

8.2.1. Resource Adapter Configuration
Deploying and configuring Hazel cast resource adapter is no different than any other resource adapter sinceit is a standard
JCA resource adapter but resource adapter installation and configuration is container specific, so please consult your J2EE
vendor documentation for details. Most common steps are:

1. Addthehazel cast . j ar to container's classpath. Usualy thereisalib directory that isloaded automatically by the
container on startup.

2. Deployhazel cast -ra. rar . Usualy thereis a some kind of deploy directory. Name of the directory varies by
container.

3. Make container specific configurations when/after deployinghazel cast - r a. r ar . Besides container specific
configurations, JNDI name for Hazelcast resource is set.

4. Configure your application to use the Hazel cast resource. Updating web. xm and/or ej b-j ar . xnl to let container
know that your application will use the Hazel cast resource and define the resource reference.

5. Make container specific application configuration to specify JNDI name used for the resource in the application.
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8.2.2. Sample Glassfish v3 Web Application Configuration

1

Placethe hazel cast - <ver si on>. j ar into G_LASSFI SH HOVE/ gl assfi sh/ domai ns/ dormai n1/1i b/
ext/ directory.

. Placethehazel cast - ra- <ver si on>. r ar into GLASSFI SH HOVE/ gl assfi sh/ domai ns/ domai nl1/

aut odepl oy/ directory

. Add the following linesto theweb. xm file.

<resource-ref>
<res-ref-nane>Hazel cast CF</res-r ef - nane>
<res-type>com hazel cast.j ca. Connecti onFact oryl npl </ res-type>
<r es- aut h>Cont ai ner </ r es- aut h>

</resource-ref>

Notice that we didn't haveto put sun-r a. xm into the rar file because it comes with the hazel cast - r a-
<versi on>.r ar fileaready.

If Hazelcast resource is used from EJBs, you should configureej b-j ar . xm for resource reference and JNDI
definitions, just like we did forweb. xm .

8.2.3. Sample JBoss Web Application Configuration

Placethehazel cast - <ver si on>. j ar into JBOSS_HOVE/ server/ depl oy/ def aul t/|i b directory.

Placethehazel cast -ra- <ver si on>. r ar into JBOSS_HOVE/ ser ver/ depl oy/ def aul t / depl oy
directory

Createahazel cast - ds. xm at JBOSS_HOMVE/ ser ver / depl oy/ def aul t / depl oy directory containing the
following content. Make sure to set ther ar - nane element tohazel cast -ra- <versi on>.rar.

<?xm version="1.0" encodi ng="UTF- 8" ?>

<I DOCTYPE connection-factories
PUBLI C "-//JBoss// DTD JBOSS JCA Config 1.5//EN
“http://ww.jboss.org/j2ee/dtd/jboss-ds_1 5.dtd">

<connection-factories>

<t x- connecti on-factory>
<l ocal -transaction/ >
<track-connecti on-by-tx>true</track-connection-by-tx>
<j ndi - nane>Hazel cast CF</j ndi - name>
<rar - name>hazel cast - ra- <versi on>. rar </ rar - nane>
<connecti on-definition>

j avax. resource. cci . Connecti onFact ory
</ connection-definition>
</t x-connection-factory>
</ connection-factories>

Add the following linesto theweb. xm file.

<resource-ref >
<res-ref-name>Hazel cast CF</ res-r ef - name>
<res-type>com hazel cast . ca. Connecti onFactoryl npl </ res-type>
<r es- aut h>Cont ai ner </ res- aut h>

</resource-ref>

Add thefollowing linesto thej boss- web. xnl file.

<resource-ref>
<res-ref-nanme>Hazel cast CF</r es-r ef - nanme>
<j ndi - name>j ava: Hazel cast CF</j ndi - name>
</resource-ref>

If Hazelcast resource is used from EJBs, you should configureej b-j ar. xm andj boss. xm for resource reference
and JNDI definitions.

38



Chapter 9. Distributed Executor Service

One of the coolest features of Java 1.5 is the Executor framework, which allows you to asynchronously execute your
tasks, logical units of works, such as database query, complex calculation, image rendering etc. So one nice way of
executing such tasks would be running them asynchronously and doing other things meanwhile. When ready, get
the result and move on. If execution of the task takes longer than expected, you may consider canceling the task
execution. In Java Executor framework, tasks areimplemented asj ava. uti | . concurrent. Cal | abl e and
java. util.Runnabl e.

inmport java.util.concurrent. Call abl e;
inmport java.io.Serializable;

public class Echo inplenents Callabl e<String> Serializable {
String input = null;

public Echo() {
}

public Echo(String input) {
this.input = input;
}

public String call () {
return Hazel cast.getC uster().getLocal Menber().toString() + ":" + input;
}

}

Echo callable above, for instance, initscal | () method, is returning the local member and the input passed in.
Remember that Hazel cast . get Cl uster (). get Local Menber () returnsthelocal member andt oSt ri ng()
returns the member'saddress (i p + port) in String form, just to see which member actually executed the code for our
example. Of course, call() method can do and return anything you like. Executing atask by using executor framework is
very straight forward. Simply obtain a Execut or Ser vi ce instance, generally viaExecut or s and submit the task
which returns a Fut ur e. After executing task, you don't have to wait for execution to complete, you can process other
things and when ready use the future object to retrieve the result as show in code below.

Execut or Servi ce execut or Servi ce = Execut or s. newSi ngl eThr eadExecut or () ;
Future<String> future = executor Service. submt (new Echo("nyinput"));
[Iwhile it is executing, do some useful stuff

/I when ready, get the result of your execution

String result = future.get();

If you need accessto the current Hazel cast | nst ance you are executing the task under, implement the interface
Hazel cast | nst anceAwar e. Thiswill call the method set Hazel cast | nst ance() prior to executing your task.

9.1. Distributed Execution

Distributed executor service is a distributed implementation of java.util.concurrent.ExecutorService. It allows you to
execute your code in cluster. In this chapter, all the code samples are based on the Echo class above. Please note that Echo
classisSeri al i zabl e . You can ask Hazelcast to execute your code (Runnabl e, Cal | abl e):

 on aspecific cluster member you choose.

« on the member owning the key you choose.

* on the member Hazel cast will pick.

» onall or subset of the cluster members.
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import com hazel cast. core. Menber ;

i mport com hazel cast. core. Hazel cast;

import com hazel cast. core. Mil ti Task;

import com hazel cast. core. Di stri but edTask;
inmport java.util.concurrent. ExecutorService;
inmport java.util.concurrent. FutureTask;
inmport java.util.concurrent. Future;

inmport java.util. Set;

import com hazel cast. confi g. Confi g;

public void echoOnTheMenber (String i nput, Menber nenber) throws Exception {
Fut ur eTask<Stri ng> task = new Di stributedTask<Stri ng>(new Echo(i nput), nenber);
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Execut or Servi ce executorServi ce = hz. get Execut or Servi ce();
execut or Servi ce. execut e(t ask) ;
String echoResult = task.get();
}

public void echoOnTheMenber Oani ngTheKey(String i nput, Cbject key) throws Exception {
Fut ur eTask<Stri ng> task = new Di stributedTask<Stri ng>(new Echo(i nput), key);
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Execut or Servi ce executor Servi ce = hz. get Execut or Servi ce();
execut or Servi ce. execut e(t ask) ;
String echoResult = task.get();

}

public void echoOnSonewhere(String input) throws Exception {
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Execut or Servi ce executor Servi ce = hz. get Execut or Servi ce();
Future<String> task = executorServi ce. subm t(new Echo(i nput));
String echoResult = task.get();

}

public void echoOnMenbers(String input, Set<Menber> nenbers) throws Exception {
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Miul ti Task<String> task = new Mul ti Task<Stri ng>(new Echo(i nput), nenbers);
Execut or Servi ce executor Servi ce = hz. get Execut or Servi ce();
execut or Servi ce. execut e(t ask) ;
Col | ection<String> results = task.get();

Note that you can obtain the set of cluster membersviaHazel cast . get O ust er (). get Menber s() call. You can
also extend the Mul t i Task classto overrideset (V result), set Exception(Throwabl e exception),
done() methods for custom behaviour. Just likej ava. uti |l . concurrent. FutureTask. get () ,

Mul ti Task. get () will throw j ava. util.concurrent. Executi onExcepti on if any of the executions
throws exception.

9.2. Execution Cancellation

What if the code you execute in cluster takes longer than acceptable. If you cannot stop/cancel that task it will keep
eating your resources. Standard Java executor framework solves this problem with by introducing cancel () api and
‘encouraging' us to code and design for cancellations, which is highly ignored part of software development.
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public class Fibonacci inplenents Callabl e<Long>, Serializable {
int input = 0;

public Fibonacci() {

}

publ i c Fi bonacci (int input) {
this.input = input;

}

public Long call () {
return cal cul ate (input);

}

private long calculate (int n) {
if (Thread.currentThread().islnterrupted()) return O;
if (n <=1) return n;
el se return cal cul ate(n-1) + cal cul ate(n-2);

}

The callable class above calculates the fibonacci number for a given number. In the cal culate method, we are checking

to seeif the current thread is interrupted so that code can be responsive to cancellations once the execution started.
Following f i b() method submits the Fibonacci calculation task for number 'n' and waits maximum 3 seconds for result.
If the execution doesn't complete in 3 seconds, f ut ur e. get () will throw Ti neout Except i on and upon catching it
we interruptibly cancel the execution for saving some CPU cycles.

long fib(int n) throws Exception {
Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nst ance(cfg);
Execut or Servi ce es = hz. get Execut or Servi ce();
Future future = es.subm t(new Fi bonacci (n));

try {
return future.get(3, TinmeUnit.SECONDS);

} catch (Timeout Exception e) {
future.cancel (true);
}

return -1;

}

fi b(20) will probably will take lessthan 3 secondsbut f i b( 50) will take way longer. (Thisis not the example

for writing better fibonacci calculation code but for showing how to cancel a running execution that takes too long.)
future.cancel (fal se) canonly cancel execution beforeit is running (executing) but f ut ur e. cancel (true)
can interrupt running executions if your code is able to handle the interruption. So if you are willing to be able to cancel
already running task then your task has to be designed to handleinterruption. If cal cul at e (i nt n) method didn't
haveif ( Thr ead. current Thread().i sl nterrupted()) line then youwouldn't be able to cancel the execution
after it started.

9.3. Execution Callback

Execut i onCal | back allowsyou to asynchronously get notified when the execution is done. When implementing
Execut i onCal | back. done( Fut ur e) method, you can check if the task is already cancelled.
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import com hazel cast. core. Hazel cast;

import com hazel cast. core. Executi onCal | back;
import com hazel cast. core. Di stri but edTask;
inmport java.util.concurrent. ExecutorServi ce;
inmport java.util.concurrent. Future;

i mport com hazel cast. confi g. Confi g;

Config cfg = new Config();
Hazel cast | nstance hz = Hazel cast. newHazel cast | nstance(cfg);
Execut or Servi ce es = hz. get Execut or Servi ce();
Di stri but edTask<String> task = new Di stri but edTask<Stri ng>(new Fi bonacci (10));
t ask. set Execut i onCal | back( new Executi onCal | back<Long> () {
public void done (Future<Long> future) {
try {
if (! future.isCancelled()) {
System out. println("Fibonacci calculation result =" + future.get());
}

} catch (Exception e) {
e.printStackTrace();
}

}
1)

es. execut e(task);

Y ou could have achieved the same results by extending Di st ri but edTask and overriding the
Di stri but edTask. done() method.

i mport com hazel cast. core. Hazel cast;

import com hazel cast. core. Di stri but edTask;
import java.util.concurrent. Executor Service;
inmport java.util.concurrent. Future;

Execut or Servi ce es = Hazel cast. get Execut or Servi ce();
es. execut e(new Di stribut edTask<String>(new Fi bonacci (10)) {
public void done () {
try {
if (! isCancelled()) {
System out. println("Fibonacci calculation result =" + get());

} catch (Exception e) {
e.printStackTrace();
}

1)
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Say you have more than one web servers (A, B, C) with aload balancer in front of them. If server A goes down then your
users on that server will be directed to one of the live servers (B or C) but their sessionswill be lost! So we have to have
all these sessions backed up somewhere if we don't want to lose the sessions upon server crashes. Hazelcast WM allows
you to cluster user http sessions automatically. The following are required for enabling Hazelcast Session Clustering:

» Target application or web server should support Java 1.5+

» Target application or web server should support Servlet 2.4+ spec

 Session objects that needs to be clustered have to be Seriaizable

Here are the steps to setup Hazel cast Session Clustering:

1. Putthehazel cast and hazel cast - wnjarsinyour EB- | NF/ | i b directory. Optionally if you wish to connect
to acluster asaclient add hazel cast - cl i ent aswell.

2. Put thefollowing xml into web. xnl file. Make sure Hazelcast filter is placed before al the other filtersif any; put it
at the top for example.
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<filter>
<filter-name>hazel cast-filter</filter-name>
<filter-class>om hazel cast.web. WebFilter</filter-class>
<I--
Nane of the distributed map storing
your web session objects
==
<init-paranr
<par am nanme>map- name</ par am name>
<par am val ue>ny- sessi ons</ par am val ue>
</init-paran>
<I--
How i s your | oad-bal ancer confi gured?
stick-session neans all requests of a session
is routed to the node where the session is first created.
This is excellent for performance.
If sticky-session is set to false, when a session is updated
on a node, entry for this session on all other nodes is invalidated.
You have to know how your | oad-bal ancer is configured before
setting this paraneter. Default is true.
==
<init-paranp
<par am nane>st i cky- sessi on</ par am nane>
<par am val ue>t r ue</ par am val ue>
</init-paran>
<I--
Nane of session id cookie
==
<init-paranr
<par am nane>cooki e- nane</ par am nane>
<par am val ue>hazel cast . sessi onl d</ par am val ue>
</init-paran>
<I--
Donmi n of session id cookie. Default is based on incom ng request.
==
<init-paranp
<par am nane>cooki e- domai n</ par am nane>
<par am val ue>. nywebsi t e. conx/ par am val ue>
</init-paran>
<I--
Shoul d cookie only be sent using a secure protocol? Default is false.
==
<init-paranr
<par am nane>cooki e- secur e</ par am nane>
<par am val ue>f al se</ par am val ue>
</init-paran>
<I--
Should HtpOnly attribute be set on cookie ? Default is false.
==
<init-paranr
<par am nane>cooki e- htt p- onl y</ par am nane>
<par am val ue>f al se</ par am val ue>
</init-paran>
<I--
Are you debuggi ng? Default is false.
==
<init-paranr
<par am nane>debug</ par am nane>
<par am val ue>t r ue</ par am val ue>
</init-paran>
<I--
Configuration xm |ocation;
* as servlet resource OR
* as classpath resource OR
* as URL
Default is one of hazel cast-default.xm
or hazel cast.xm in classpath.
==
<init-paranr
<par am nane>confi g- | ocat i on</ par am nane>
<par am val ue>/ \EEB- | NF/ hazel cast . xml </ par am val ue>
</init-paran>
<I--
Do you want to use an existing Hazel castlnstance?
Default is null.
==
<init-paranr
<par am nane>i nst ance- nane</ par am nane>
<par am val ue>def aul t </ par am val ue>
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Do you want to connect as a client to an existing cluster?
Default is false.
->
<i ni t-paranp
<par am nane>use- cl i ent </ par am nane>
<par am val ue>f al se</ param val ue>
</init-paranr
<l--
Client configuration |ocation;
* as servlet resource OR
* as classpath resource OR
* as URL
Default is null.
==
<i ni t-paranp
<par am nane>cl i ent - confi g-1 ocat i on</ par am nane>
<par am val ue>/ VEB- | NF/ hazel cast-client. properti es</param val ue>
</init-paranr
<l--
Do you want to shutdown Hazel cast| nstance during
web application undepl oy process?
Default is true.
==
<i ni t-paranp
<par am nane>shut down- on- dest r oy</ par am nane>
<par am val ue>t rue</ par am val ue>
</init-paranr
</[filter>
<filter-mppi ng>
<filter-nanme>hazel cast-filter</filter-nanme>
<url-pattern>/*</url-pattern>
<di spat cher >FORWARD</ di spat cher >
<di spat cher >l NCLUDE</ di spat cher >
<di spat cher >REQUEST</ di spat cher >
</filter-nmappi ng>

<listener>
<l i stener-class>com hazel cast. web. Sessi onLi stener</|i stener-cl ass>
</listener>

3. Package and deploy your war file as you would normally do.

Itisthat easy! All http requests will go through Hazelcast WebFi | t er and it will put the session objects into Hazel cast
distributed map if needed.

Info about sticky-sessions:

Hazelcast holds whole session attributes in a distributed map and in local http session. Local session is required for fast
access to data and distributed map is needed for fail-safety.

* If sticky-session is not used, whenever a session a attribute is updated in a node (in both node local session and
clustered cache), that attribute should be invalidated in all other nodes' local sessions, because now they have dirty
value. So when a request arrives one of those other nodes that attribute value is fetched from clustered cache.

» To overcome performance penalty of sending invalidation messages during updates, sticky-sessions can be used. If
Hazel cast knows sessions are sticky, invalidation will not be send, because Hazel cast assumes there is no other local
session at the moment. When a server is down, requests belonging to a session hold in that server will routed to other
one and that server will fetch session data from clustered cache. That means using sticky-sessions, one will not suffer
performance penalty of accessing clustered data and can benefit recover from a server failure.

45
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There are cases where you would need to synchronize multiple clusters. Synchronization of clustersis named as WAN
(Wide Area Network) Replication because it is mainly used for replicating different clusters running on WAN. Imagine
having different clustersin New Y ork, London and Tokyo. Each cluster would be operating at very high speed in their
LAN (Local AreaNetwork) settings but you would want some or all parts of the data in these clusters replicating to each
other. So updates in Tokyo cluster goesto London and NY/, in the meantime updatesin New Y ork cluster is synchronized
to Tokyo and London.

Y ou can setup active-passive WAN Replication where only one active node replicating its updates on the passive one.
Y ou can also setup active-active replication where each cluster is actively updating and replication to the other cluster(s).

In the active-active replication setup, there might be cases where each node is updating the same entry in the same named
distributed map. Thus, conflicts will occur when merging. For those cases, conflict-resolution will be needed. Here is how
you can setup WAN Replication for London cluster for instance:

<hazel cast >
<wan-replicati on name="ny-wan-cl uster">
<target-cluster group-nane="tokyo" group-password="tokyo-pass">
<replication-inpl>com hazel cast.i npl.wan. WanNoDel ayRepl i cati on</replication-inpl >
<end- poi nt s>
<addr ess>10. 2. 1. 1: 5701</ addr ess>
<addr ess>10. 2. 1. 2: 5701</ addr ess>
</ end- poi nt s>
</target-cluster>
<target-cluster group-nane="|ondon" group-password="|ondon-pass">
<replication-inpl>com hazel cast.i npl.wan. WanNoDel ayRepl i cati on</replication-i npl >
<end- poi nt s>
<addr ess>10. 3. 5. 1: 5701</ addr ess>
<addr ess>10. 3. 5. 2: 5701</ addr ess>
</ end- poi nt s>
</target-cluster>
</wan-replication>

<net wor k>

é)ﬁetmork>
</ net wor k>
é)hazelcast>

This can be the configuration of the cluster running in N, replicating to Tokyo and London. Tokyo and London clusters
should have similar configurations if they are also active replicas.

If NY and London cluster configurations contain wan- r epl i cat i on element and Tokyo cluster doesn't then it means
NY and London are active endpoints and Tokyo is passive endpoint.

As noted earlier you can have Hazelcast replicate some or all of the datain your clusters. Y ou might have 5 different
distributed maps but you might want only one of these maps replicating across clusters. So you mark which mapsto
replicate by adding wan- r epl i cat i on-r ef element into map configuration.
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<hazel cast >
<wan-replicati on name="ny-wan-cl uster">

</wan-replication>
<net wor k>
</ net wor k>
<map nane="ny-shared- map" >
<wan-replication-ref nanme="ny-wan-cl uster">
<mer ge- pol i cy>hz. PASS_THROUGH</ ner ge- pol i cy>
</wan-replication-ref>
</ map>
</ net wor k>
</ hazel cast >

Here we have my- shar ed- map is configured to replicate itself to the cluster targets defined in the wan-
replication element.

Note that you will also need to defineaner ge pol i cy for merging replica entries and resolving conflicts during the
merge. Default merge policy ishz. PASS_THROUGH which will apply al in-coming updates asis.
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Chapter 12. Configuration

Hazelcast can be configured through xml or using configuration api or even mix of both.
1. Xml Configuration

If you are using default Hazelcast instance (Hazel cast . get Def aul t | nst ance()) or creating new Hazelcast
instance with passing nul | parameter (Hazel cast . newHazel cast | nst ance( nul | )), Hazelcast will look
into two places for the configuration file:

» System property: Hazelcast will first check if "hazel cast . confi g" system property is set to afile path.
Example: - Dhazel cast. confi g=C. / nyhazel cast. xnm .

» Classpath: If config fileis not set as a system property, Hazelcast will check classpath for hazel cast. xm file.
If Hazelcast doesn't find any config file, it will happily start with default configuration (hazel cast -

defaul t.xm ) locatedinhazel cast . j ar . (Before configuring Hazel cast, please try to work with default
configuration to see if it works for you. Default should be just fine for most of the users. If not, then consider custom
configuration for your environment.)

If you want to specify your own configuration file to create Conf i g, Hazelcast supports several ways including
filesystem, classpath, InputStream, URL etc.:

e Config cfg new Xm Confi gBui | der (xm Fi | eNane) . bui | d();
e Config cfg = new Xm Confi gBuil der (i nputStrean). buil d();
e Config cfg = new O asspat hXm Confi g(xm Fi | eNane) ;

e Config cfg = new Fil eSyst enXm Confi g(confi gFil enane);

e Config cfg = new Url Xm Config(url);

e Config cfg new | nMenor yXm Confi g(xm);
2. Programmatic Configuration

To configure Hazelcast programatically, just instantiate a Conf i g object and set/change its properties/attributes due to
your needs.
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Config cfg = new Config();
cfg.setPort (5900);
cfg. set Port Aut ol ncrenent (f al se);

Net wor kConfi g network = cfg. get Net workConfig();

Join join = network. getJoin();

join.getMilticastConfig().setEnabled(false);

j oi n. get Tcpl pConfig().addMenber ("10. 45.67. 32"). addMenber (" 10. 45. 67. 100")
. set Requi redMenber (" 192. 168. 10. 100") . set Enabl ed(true);

net wor k. get I nterfaces().setEnabl ed(true).addlnterface("10.45.67.*");

MapConfi g mapCfg = new MapConfi g();

mapCf g. set Name( "t est Map") ;

mapCf g. set BackupCount ( 2) ;

mapCf g. get MaxSi zeConfi g() . set Si ze(10000) ;

mapCf g. set Ti meToLi veSeconds( 300) ;

MapSt or eConfi g mapSt oreCfg = new MapStoreConfig();

mapSt or eCf g. set O assNane( " com hazel cast . exanpl es. DunmySt ore") . set Enabl ed(true);
mapCf g. set MapSt or eConfi g( mapSt oreCf g) ;

Near CacheConfi g near CacheConfi g = new Near CacheConfig();

near CacheConfi g. set MaxSi ze(1000) . set Max| dl eSeconds(120) . set Ti meToLi veSeconds(300) ;
mapCf g. set Near CacheConf i g( near CacheConfi g) ;

cfg. addMapConfi g(mapCf g) ;
After creating Conf i g object, you can useit to initialize default Hazel cast instance or create a new Hazelcast instance.

e Hazelcast.init(cfg);

* Hazel cast. newHazel cast | nstance(cfqg);

HazelcastI nstance with a name:
e Tocreateanamed Hazel cast | nst ance you should seti nst anceNane of Conf i g object.

Config cfg = new Config();
confi g. setlnstanceName(' ny-i nstance');
Hazel cast . newHazel cast | nst ance(confi g);

e Toretrieve an existing Hazel cast | nst ance using its name, use;
Hazel cast. get Hazel cast | nst anceByNanme(' ny-i nst ance');
» Toretrievedl existingHazel cast | nst ances, use;

Hazel cast. get Al | Hazel cast | nst ances();

12.1. Creating Separate Clusters

By specifying group-name and group-password, you can separate your clustersin asimple way; dev group, production
group, test group, app-a group €tc...

<hazel cast >
<gr oup>
<nane>dev</ nanme>
<passwor d>dev- pass</ passwor d>
</ gr oup>

</ hazel cast >
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Y ou can also set the groupName with Conf i g API. VM can host multiple Hazel cast instances (nodes). Each node can
only participate in one group and it only joins to its own group, does not mess with others. Following code creates 3
separate Hazel cast nodes, h1 belongsto app1l cluster, while h2 and h3 are belong to app?2 cluster.

Config configAppl = new Config();
confi gAppl. get G oupConfi g().set Nane("appl");

Config configApp2 = new Config();
confi gApp2. get G oupConfi g().set Nane("app2");

Hazel cast | nstance hl
Hazel cast | nst ance h2
Hazel cast | nst ance h3

Hazel cast. newHazel cast | nst ance(confi gAppl);
Hazel cast. newHazel cast | nst ance(confi gApp2) ;
Hazel cast. newHazel cast | nst ance(confi gApp2) ;

12.2. Network Configuration

12.2.1. Configuring TCP/IP Cluster

If multicast is not preferred way of discovery for your environment, then you can configure Hazelcast for full TCP/IP
cluster. As configuration below shows, while enabl e attribute of mul ti cast issettofase t cp-i p hasto beset to
true. For the none-multicast option, al or subset of cluster members' hostnames and/or ip addresses must be listed. Note
that all of the cluster members don't have to be listed there but at least one of them has to be activein cluster when anew
member joins. The tcp-ip tag accepts an attribute called " conn-timeout-seconds”. The default value is 5. Increasing this
value is recommended if you have many IP'slisted and members can not properly build up the cluster.

<hazel cast >
<net wor k>
<port auto-increnent="true">5701</port>
<j oi n>
<mul ti cast enabl ed="fal se">
<mul ti cast-group>224. 2. 2. 3</nul ticast-group>
<mul ti cast - port>54327</nul ti cast-port>
</mul ticast>
<tcp-ip enabl ed="true">
<host nane>machi nel</ host nane>
<host nanme>machi ne2</ host nane>
<host nanme>machi ne3: 5799</ host nane>
<interface>192.168. 1. 0-7</interface>
<interface>192.168. 1. 21</interface>
</tcp-ip>
</join>

</ net wor k>

</ hazel cast >

12.2.2. Specifying Network Interfaces

Y ou can also specify which network interfaces that Hazel cast should use. Servers mostly have more than one network
interface so you may want to list the valid 1Ps. Range characters (*' and '-") can be used for ssimplicity. So 10.3.10.*, for
instance, refersto |Ps between 10.3.10.0 and 10.3.10.255. Interface 10.3.10.4-18 refers to | Ps between 10.3.10.4 and
10.3.10.18 (4 and 18 included). If network interface configuration is enabled (disabled by default) and if Hazel cast cannot
find an matching interface, then it will print a message on console and won't start on that node.

50



Configuration

<hazel cast >
<net wor k>
<interfaces enabl ed="true">
<interface>10.3.16.*</interface>
<interface>10. 3. 10. 4-18</interface>
<interface>192.168. 1. 3</interface>

</interfaces>
</ net wor k>

</ hazel cast >

12.2.3. EC2 Auto Discovery

Hazel cast supports EC2 Auto Discovery as of 1.9.4. It is useful when you don't want or can't provide the list of possible

I P addresses. Here is a sample configuration: Disable join over multicast and tcp/ip and enable aws. Also provide the
credentials. The aws tag accepts an attribute called "conn-timeout-seconds'. The default valueis 5. Increasing thisvaueis
recommended if you have many IP's listed and members can not properly build up the cluster.

<j oi n>

<mul ti cast enabl ed="fal se">
<mul ti cast-group>224. 2. 2. 3</nul ti cast -group>
<mul ti cast - port>54327</nul ti cast - port>

</mul ticast>

<tcp-ip enabl ed="fal se">
<interface>192. 168. 1. 2</interface>

</tcp-ip>

<aws enabl ed="true">
<access- key>ny- access- key</ access- key>
<secr et - key>ny- secr et - key</ secr et - key>

<r egi on>us- west - 1</ r egi on> <I-- optional, default is us-east-1 -->
<host - header >ec2. amazonaws. conx/ host - header > <I-- optional, default is ec2.amazonaws. co
If set, region shouldn't be set as it will override this pro
<security-group- nane>hazel cast - sg</security-group-nanme> <!-- optional -->
<t ag- key>t ype</t ag- key> <l-- optional -->
<t ag- val ue>hz- nodes</t ag- val ue> <l-- optional -->
</ aws>

</j oi n>

Y ou need to add hazel cast-cloud.jar dependency into your project. Note that it is also bundled inside hazelcast-al jar.
hazel cast-cloud module doesn't depend on any other third party modules.

12.2.4. Network Partitioning (Split-Brain Syndrome)

Imagine that you have 10-node cluster and for some reason the network is divided into two in away that 4 servers cannot
see the other 6. As aresult you ended up having two separate clusters; 4-node cluster and 6-node cluster. Membersin
each sub-cluster are thinking that the other nodes are dead even though they are not. This situation is called Network
Partitioning (aka Split-Brain Syndrome).

Sinceit isanetwork failure, there is no way to avoid it programatically and your application will run as two separate
independent clusters but we should be able to answer the following questions: "What will happen after the network failure
isfixed and connectivity is restored between these two clusters? Will these two clusters merge into one again? If they do,
how are the data conflicts resolved, because you might end up having two different values for the same key in the same

map?"
Here is how Hazelcast deals with it:

1. The oldest member of the cluster checks if there is another cluster with the same group-name and group-password in
the network.

2. If the oldest member founds such cluster, then figures out which cluster should merge to the other.

3. Each member of the merging cluster will do the following:
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e pause

« takelocally owned map entries

 close dl its network connections (detach from its cluster)
* jointo the new cluster

 send merge request for each itslocally owned map entry
e resume

So each member of the merging cluster is actually rejoining to the new cluster and sending merge request for each its
locally owned map entry.

Q: Which cluster will mergeinto the other?

A. Smaller cluster will merge into the bigger one. If they have equal number of members then a hashing algorithm
determines the merging cluster.

Q. Each cluster may have different versions of the same key in the same map. How is the conflict resolved?

A. Destination cluster will decide how to handle merging entry based on the Mer gePol i cy set for that map. There are
built-in merge policiessuchashz. NO_MERGE, hz. ADD_NEW ENTRY and hz. LATEST_UPDATE but you can
develop your own merge policy by implementing com hazel cast . ner ge. Mer gePol i cy. You should register
your custom merge policy in the configuration so that Hazelcast can find it by name.

public interface MergePolicy {
/**
* Returns the value of the entry after the nerge
of entries with the sane key. Returning val ue can be
You shoul d consider the case where existingEntry is null.

@ar am napNane nanme of the map

@aram nergi ngEntry entry nerging into the destination cluster

@aram exi stingEntry existing entry in the destination cluster

* @eturn final value of the entry. If returns null then no change on the entry.
*/

Obj ect nmerge(String mapNanme, MapEntry nergi ngEntry, MapEntry existingEntry);

I

Here is how merge policies are registered and specified per map.
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<hazel cast >

<map nane="defaul t">

<backup- count >1</ backup- count >

<evi cti on- pol i cy>NONE</ evi cti on-pol i cy>

<mex- si ze>0</ max-si ze>

<evi cti on- per cent age>25</ evi cti on- per cent age>

<l--
While recovering fromsplit-brain (network partitioning)
map entries in the snall cluster will nerge into the bigger cluster
based on the policy set here. Wien an entry nerge into the
cluster, there mght an existing entry with the sane key al ready
Val ues of these entries mght be different for that same key
Wi ch val ue should be set for the key? Conflict is resolved by
the policy set here. Default policy is hz. ADD_NEW ENTRY

There are built-in nmerge policies such as
hz. NO_MERGE ; no entry will nerge.
hz. ADD NEW ENTRY ; entry will be added if the nerging entry's key
doesn't exist in the cluster
hz. HGHER HITS ; entry with the higher hits wins.
hz. LATEST_UPDATE ; entry with the | atest update wins.
-->
<mer ge- pol i cy>MY_MERGE_POLI CY</ ner ge- pol i cy>
</ map>

<mer ge- pol i ci es>
<map- ner ge- pol i cy nanme="MW_MERGE PCLI CY" >
<cl ass- nane>com acne. M\yOmMer gePol i cy</ cl ass- nane>
</ map- ner ge- pol i cy>
</ mer ge- polici es>

</ hazel cast >

12.2.5. SSL

Hazelcast allows you to use SSL socket communication among all Hazel cast members. Y ou need to implement
com hazel cast . ni 0. ssl . SSLCont ext Fact or y and configure SSL section in network configuration.

public class MySSLCont ext Factory i npl enents SSLCont ext Factory {
public void init(Properties properties) throws Exception {

}

publ i c SSLCont ext get SSLContext () {

SSLCont ext ssl Ctx = SSLCont ext. get | nstance( protocol);
return ssl Ctx;

<hazel cast >
<net wor k>
<ssl enabl ed="true">
<fact ory-cl ass- nane>com hazel cast . exanpl es. MySSLCont ext Fact ory</f act ory- cl ass- nane>
<properties>
<property nane="f 00" >bar </ property>
</ properties>

</ssl >
</ net wor k>

</ hazel cast >

Hazelcast provides a default SSL ContextFactory; com hazel cast . ni 0. ssl . Basi ¢SSLCont ext Fact ory
which uses configured keystore to initialize SSLCont ext . All required isto definekey St or e
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and key St or ePasswor d. Also you can set keyManager Al gor i t hm(default SunX509),
t rust Manager Al gor i t hm(default SunX509) and pr ot ocol (default TLS).

<hazel cast >
<net wor k>
<ssl enabl ed="true">
<factory-cl ass- nane>com hazel cast . ni 0. ssl . Basi cSSLCont ext Fact ory</f act ory-cl ass- nane>
<properties>
<property nane="keySt ore">keySt or e</ property>
<property nane="keySt or ePasswor d" >keySt or ePasswor d</ pr operty>
<property nane="keyManager Al gori t hm' >SunX509</ pr operty>
<property nane="trust Manager Al gorit hn' >SunX509</ pr operty>
<property nane="protocol ">TLS</ property>
</ properties>
</ ssl >
</ net wor k>

</ hazel cast >

You can aso set key St or e and key St or ePasswor d throughj avax. net . ssl . keySt or e and
j avax. net . ssl . keySt or ePasswor d system properties. Note that, you can not use SS_ when Hazel cast
Encryption is enabled.

12.2.6. Encryption

Hazelcast allows you to encrypt entire socket level communication among all Hazel cast members. Encryption is based on
Java Cryptography Architecture [http://java.sun.com/javase/6/docs/technotes/guides/security/crypto/CryptoSpec.html]
and both symmetric and asymmetric encryption are supported. In symmetric encryption, each node uses the same key, so
the key is shared. Here is a sample configuration for symmetric encryption:

<hazel cast >
<net wor k>
<I-i-
Make sure to set enabl ed=true
Make sure this configuration is exactly the sane on
all nenbers
->
<symmetric-encrypti on enabl ed="true">
<I-i-
encryption al gorithm such as
DES/ ECB/ PKCS5Paddi ng
PBEW t hMD5ANdDES,
Bl owf i sh,
DESede
-a =
<al gori t hmn>PBEW t hMD5AndDES</ al gori t hn>

<I-- salt value to use when generating the secret key -->
<sal t >t hesal t</sal t >

<I-- pass phrase to use when generating the secret key -->
<passwor d>t hepass</ passwor d>

<I-- jiteration count to use when generating the secret key -->
<iteration-count>19</iteration-count>
</ symmetric-encrypti on>
</ net wor k>

</ hazel cast >

In asymmetric encryption, public and private key pair is used. Data is encrypted with one of these keys and decrypted
with the other. Theideais that each node has to have its own private key and other trusted members public key. So that
means, for each member, we should do the followings:
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* Pick aunique name for the member. We will use the name as the key alias. Let's name them as memberl,
member2...memberN.

» Generate the keystore and the private key for the memberl. keyt ool -genkey -alias nmenberl -keyal g
RSA - keypass t hekeypass -keystore keystore -storetype JKS Remember all the parameters
you used here because you will need this information when you configure asymmetric-encryption in your hazelcast.xml
file

 Create apublic certificate file so that we can add it to the other members keystorekeyt ool -export -ali as
nmenber 1 - keypass thekeypass -storepass thestorepass -keystore keystore -rfc -
file nmenberl. cer

* Now take all the other members' public certificates, and add (import) them into member1's keystore

keytool -inport -alias nenber2 -file nenber2.cer -keystore keystore -storepass thestorepass
keytool -inport -alias nenber3 -file nenber3.cer -keystore keystore -storepass thestorepass
keytool -inport -alias nenberN -file nenberN. cer -keystore keystore -storepass thestorepass

Y ou should repeat these steps for each trusted member in your cluster. Here is a sample configuration for asymmetric
encryption:

<hazel cast >
<net wor k>
<l--
Make sure to set enabl ed=true
->
<asymmetric-encryption enabl ed="true">
<I-- encryption algorithm-->
<al gori t hn>PRSA/ NONE/ PKCS1PADDI NG</ al gori t hm>
<I-- private key password -->
<keyPasswor d>t hekeypass</ keyPasswor d>
<I-- private key alias -->
<keyAl i as>nmenber 1</ keyAl i as>
<I-- key store type -->
<st or eType>JKS</ st or eType>
<!-- key store password -->
<st or ePasswor d>t hest or epass</ st or ePasswor d>
<I-- path to the key store -->
<st or ePat h>keyst or e</ st or ePat h>
</ asymmetri c-encrypti on>
</ net wor k>

</ hazel cast >

12.2.7. Socket Interceptor

Hazelcast allows you to intercept socket connections before a node joins to cluster or a client connects to a node.
This provides ability to add custom hooks to join/connection procedure (like identity checking using Kerberos,
etc.). You should implement com hazel cast . ni 0. Menber Socket | nt er cept or for members and
com hazel cast . ni 0. Socket | nt er cept or for clients.
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public class MySocket | nterceptor inplenents Menber Socket| nterceptor {
public void init(SocketlnterceptorConfig socketlnterceptorConfig) {
/1 initialize interceptor

}

voi d onConnect (Socket connect edSocket) throws | OException {
/1 do somet hi ng neani ngful when connected

}

public void onAccept (Socket acceptedSocket) throws | OException {
/1 do somet hi ng neani ngful when accepted a connection

}

<hazel cast >
<net wor k>
<socket-interceptor enabl ed="true">

<cl ass- nane>com hazel cast . exanpl es. MySocket | nt er cept or </ cl ass- nane>

<properties>
<property nane="ker ber os- host " >ker b- host - nane</ pr operty>
<property nane="kerberos-config-file">kerb. conf</property>

</ properties>

</ socket - i nt er cept or >
</ net wor k>

</ hazel cast >

public class MydientSocketl|nterceptor inplenents Socketlnterceptor {
voi d onConnect ( Socket connect edSocket) throws | OException {
/1 do sonet hing neani ngful when connected

}
}

ClientConfig clientConfig = new ClientConfig()
client Config.set GoupConfig(new G oupConfig("dev","dev-pass")).addAddress("10.10. 3.4")

M/Cl i ent Socket | nt erceptor nyCl i ent Socket | nterceptor = new MyClient Socket | nterceptor ()
client Config. set Socket | nterceptor(nyC ientSocketlnterceptor)
Hazel cast | nstance client = Hazel castdient.newHazel castClient(clientConfig)

12.2.8. IPv6 Support

Hazel cast supports | Pv6 addresses seamlesdsly. [IPv6 support has been switched off by default. See note below] All you
need is to define IPv6 addresses or interfaces in network configuration. Only limitation at the moment is you can not
define wildcard 1Pv6 addressesin TCP-IP join configuration. Interfaces section does not have this limitation, you can
configure wildcard | Pv6 interfaces same as | Pv4 interfaces.
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<hazel cast >
<net wor k>
<port auto-increnent="true">5701</port>
<j oi n>
<mul ti cast enabl ed="fal se">
<mul ti cast - group>FF02: 0: 0: 0: 0: 0: 0: 1</ nul ti cast - gr oup>
<mul ti cast - port>54327</mul ti cast - port>
</mul ticast>
<tcp-ip enabl ed="true">
<menber >[ f €80: : 223: 6¢ff: fe93: 7c7e] : 5701</ nenber >
<interface>192.168. 1. 0-7</interface>
<interface>192.168.1.*</interface>
<interface>fe80: 0:0: 0: 45c5: 47ee: f el5: 493a</i nterface>
</tcp-ip>
</j oi n>
<interfaces enabl ed="true">
<interface>10.3.16.*</interface>
<interface>10. 3. 10. 4-18</i nterface>
<interface>fe80:0:0: 0: 45c5: 47ee: felb: *</interface>
<interface>fe80::223: 6¢ff:fe93: 0-5555</interface>
</interfaces>

</ net wor k>

JVM has two system properties for setting the preferred protocol stack —IPv4 or IPv6— as well as the preferred address
family types —inet4 or inet6. On adual stack machine IPv6 stack is preferred by default, this can be changed through
java. net. preferl Pv4St ack=<t r ue| f al se> system property. And when querying name services VM
prefers |Pv4 addressed over 1Pv6 addresses and will return an 1Pv4 address if possible. This can be changed through

j ava. net. preferl Pv6Addr esses=<tr ue| f al se> system property.

Also see additional details on IPv6 support in Java [http://docs.oracle.com/javase/1.5.0/docs/guide/net/ipv6_guide/
index.html#details].

Note:
IPv6 support has been switched off by default, since some platforms have issues in use of 1Pv6 stack. And some

other platforms such as Amazon AWS have no support at al. To enable IPv6 support, just set configuration property
hazel cast. prefer.ipv4. st ack tofase. See Configuration Properties.

12.2.9. Restricting Outbound Ports

By default Hazelcast lets the system to pick up an ephemeral port during socket bind operation. But security policies/
firewalls may require to restrict outbound ports to be used by Hazelcast enabled applications. To fulfill this requirement,
you can configure Hazelcast to use only defined outbound ports.

<hazel cast >
<net wor k>
<port auto-increnent="true">5701</port>
<out bound- port s>
<port s>33000- 35000</ port s> <!-- ports between 33000 and 35000 -->
<ports>37000, 37001, 37002, 37003</ ports> <!-- conma separated ports -->

<port s>38000, 38500- 38600</ port s>
</ out bound- port s>

</ net wor k>

</ hazel cast >
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Net wor kConfi g networkConfig = config. get Net wor kConfig();

net wor kConf i g. addQut boundPor t Defi ni ti on("35000- 35100"); /'l ports between 35000 and 35100
net wor kConf i g. addQut boundPort Defi ni ti on("36001, 36002, 36003"); // conma separated ports

net wor kConf i g. addQut boundPor t (37000) ;

net wor kConf i g. addQut boundPor t (37001) ;

* You can use port ranges and/or comma separated ports.

12.3. Partition Group Configuration

Hazelcast distributes key aobjectsinto partitions (blocks) using a consistent hashing algorithm and those

partitions are assigned to nodes. That means an entry is stored in a node which is owner of partition to that

entry's key is assigned. Number of total partitionsis default 271 and can be changed with configuration property

hazel cast. map. partiti on. count . Along with those partitions, there are also copies of them as backups. Backup
partitions can have multiple copies due to backup count defined in configuration, such as first backup partition, second
backup partition etc. Asarule, a node can not hold more than one copy of a partition (ownership or backup). By default
Hazelcast distributes partitions and their backup copies randomly and egually among cluster nodes assuming all nodesin
the cluster are identical.

What if some nodes share same JVM or physical machine or chassis and you want backups of these nodes to be assigned
to nodes in another machine or chassis? What if processing or memory capacities of some nodes are different and you do
not want equal number of partitions to be assigned to all nodes?

Y ou can group nodes in the same VM (or physical machine) or nodes located in the same chassis. Or you can group
nodes to create identical capacity. We call thesegroupspartiti on groups. Thisway partitions are assigned to those
partition groups instead of single nodes. And backups of these partitions are located in another partition group.

When you enable partition grouping, Hazelcast presents two choices to configure partition groups at the moments.

* First oneisto group nodes automatically using IP addresses of nodes, so nodes sharing same network interface will be
grouped together.

<partition-group enabl ed="true" group-type="HOST_AWARE" />

Config config = ...;
PartitionG oupConfig partitionGoupConfig = config.getPartitionG oupConfig();
partitionG oupConfig. set Enabl ed(true). set GoupType(Menber G oupType. HOST_AWARE) ;

» Second one is custom grouping using Hazel cast's interface matching configuration. This way, you can add different and
multiple interfaces to a group. Y ou can also use wildcards in interface addresses.

<partition-group enabl ed="true" group-type="CUSTOM >
<menber - gr oup>
<interface>10.10.0.*</interface>
<interface>10.10.3.*</interface>
<interface>10.10.5.*</interface>
</ menber - gr oup>
<menber - gr oup>
<i nterface>10. 10. 10. 10- 100</i nterface>
<interface>10.10.1.*</interface>
<interface>10.10.2.*</interface>
</ menber - gr oup
</partition-group>
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Config config = ...;
PartitionG oupConfig partitionGoupConfig = config.getPartitionG oupConfig();
partitionG oupConfig. set Enabl ed(true). set GoupType( Menber G oupType. CUSTOM ;
Menber Gr oupConfi g nenber G oupConfi g = new Menber GroupConfi g();
menber Gr oupConfi g. addl nterface("10. 10. 0. *")

.addl nterface("10.10.3.*").addl nterface("10.10.5.*");
Menber Gr oupConfi g nenber G oupConfi g2 = new Menber G oupConfig();
menber Gr oupConfi g2. addl nterface("10. 10. 10. 10- 100")

.addl nterface("10.10.1.*"). addl nterface("10.10.2.*");
partitionG oupConfig. addMenber G oupConfi g( menber G oupConfi g) ;
partitionG oupConfig. addMenber GroupConfi g( menber Gr oupConfi g2);

12.4. Listener Configurations

Hazelcast provides various event listener extensions to receive specific event types. These are:
* MembershipListener for cluster membership events

 InstancelListener for distributed instance creation and destroy events

* MigrationListener for partition migration start and complete events

» LifecycleListener for HazelcastInstance lifecycle events

» EntryListener for IMap and MultiMap entry events

e |temListener for IQueue, 1Set and IList item events

» Messagel istener for | Topic message events

These listeners can be added to and removed from related object using Hazelcast API. Such as

Menmber shi pLi stener |istener = new MyMenber shi pLi st ener () ;
hazel cast | nst ance. get C ust er (). addMenber shi pLi st ener (1i st ener);
hazel cast | nst ance. get Cl uster (). renmoveMenber shi pLi stener (1i stener);

EntryLi stener |istener = new MyEntryLi stener();
| Map map = hazel cast | nst ance. get Map("defaul t");
map. addEntryLi stener (| i stener, true);

map. renoveEntryLi stener (i stener);

ItenlLi stener listener = new Myltenlistener();

| Queue queue = hazel cast | nst ance. get Queue("default");
queue. addl t enLi stener (listener, true);

queue. renovel t enli st ener (1i stener);

Downside of attaching listeners using APl is possibility of missing events between creation of object and registering
listener. To overcome this race condition Hazel cast introduces registration of listenersin configuration. Listeners can be
registered using either Hazelcast XML configuration, Config API or Spring configuration.

* MembershipListener

Hazelcast XML configuration

<listeners>
<l i st ener >com hazel cast . exanpl es. Menber shi pLi st ener </ | i st ener >
</listeners>

Config API
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confi g. addLi st ener Confi g(new Li st ener Confi g("com hazel cast. exanpl es. Menber shi pLi stener"));

Spring XML configuration

<hz:|isteners>
<hz:|istener class-nane="com hazel cast. spri ng. DunmyMenber shi pLi st ener"/>
<hz:listener inplenentation="dunmryMenbershi pLi stener"/>

</ hz:listeners>

InstanceL istener

Hazelcast XML configuration

<li steners>
<l i st ener >com hazel cast . exanpl es. | nst ancelLi st ener</|i st ener >
</listeners>

Config API

confi g. addLi st ener Confi g(new Li st ener Confi g("com hazel cast. exanpl es. | nst ancelLi stener"));

Soring XML configuration

<hz: i steners>
<hz:|istener class-nane="com hazel cast. spring. Dummyl nst ancelLi stener"/>
<hz:listener inplenentation="dumyl nstancelLi stener"/>

</ hz:listeners>

MigrationListener

Hazelcast XML configuration

<listeners>
<l i st ener >com hazel cast . exanpl es. M grati onLi st ener</1i st ener>
</listeners>

Config API

confi g. addLi st ener Confi g(new Li st ener Confi g("com hazel cast. exanpl es. M grationLi stener"));

Sporing XML configuration

<hz:|isteners>
<hz:|istener class-nanme="com hazel cast. spring. DunmyM grati onLi stener"/>
<hz:listener inplenmentation="dumyM grationListener"/>

</ hz:listeners>

LifecycleListener

Hazelcast XML configuration

<l i steners>
<l i st ener >com hazel cast . exanpl es. Li f ecycl eLi st ener</1|i st ener >
</listeners>
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Config API

confi g. addLi st ener Confi g(new Li st ener Confi g("com hazel cast. exanpl es. Li fecycl eLi ste

Soring XML configuration

<hz:|i steners>
<hz:|istener class-nanme="com hazel cast. spring. DummyLi f ecycl eLi st ener"/>
<hz:listener inplenentation="dummylLifecyclelListener"/>

</ hz:listeners>

EntryListener for IMap

Hazelcast XML configuration

<map name="defaul t">

<entry-listeners>
<entry-listener include-value="true" |ocal ="fal se">com hazel cast. exanpl es. EntryLi stener</entry-lis
</entry-|isteners>
</ map>

Config API

mapConfi g. addEnt r yLi st ener Confi g(new Ent ryLi st ener Confi g("com hazel cast. exanpl es. EntryLi stener”, false, fa

Sporing XML configuration

<hz: map nane="defaul t">
<hz:entry-Ilisteners>
<hz:entry-listener class-name="com hazel cast.spring. DummyEntryLi stener" include-val ue="true"/>
<hz:entry-listener inplenmentation="dumyEntryListener" |ocal ="true"/>
</hz:entry-1|isteners>
</ hz: map>

EntryListener for MultiMap

Hazelcast XML configuration

<mul ti map nanme="defaul t">
<val ue-col | ecti on-type>SET</ val ue-col | ecti on-type>
<entry-1|isteners>
<entry-listener include-value="true" |ocal ="fal se">com hazel cast. exanpl es. EntryLi stener</entry-lis
</entry-listeners>
</ mul ti map>

Config API

mul ti MapConfi g. addEnt ryLi st ener Confi g(new EntryLi st ener Confi g("com hazel cast. exanpl es. EntryLi stener", fals

Soring XML configuration
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<hz: mul ti map nane="defaul t" val ue-col |l ection-type="LIST">
<hz:entry-Ilisteners>
<hz:entry-Ilistener class-nanme="com hazel cast. spring. DummyEntryLi stener" include-val ue="true"/>
<hz:entry-listener inplenentation="dunmyEntryListener" |ocal ="true"/>
</hz:entry-Ilisteners>
</ hz: mul ti map>

« ltemListener for IQueue

Hazelcast XML configuration

<queue nane="defaul t">

<itemlisteners>
<itemlistener include-value="true">com hazel cast.exanples.|tenlListener</itemlistener>
</itemlisteners>
</ queue>

Config API

queueConfi g. addl t enli st ener Confi g(new |t enLi st ener Confi g("com hazel cast. exanpl es. | tenLi stener”, true));

Spring XML configuration

<hz: queue nanme="defaul t" max-size-per-jvm="1000" backi ng- map-ref="defaul t">
<hz:itemlisteners>
<hz:itemlistener class-name="com hazel cast. spring. DumyltenLi stener" incl ude-val ue="true"/>
</hz:itemlisteners>
</ hz: queue>

* Messagelistener for ITopic

Hazelcast XML configuration

<topi ¢ nane="defaul t">
<nmessage- | i st eners>
<message-| i st ener >com hazel cast . exanpl es. Messageli st ener </ message- | i st ener >
</ message-| i st eners>
</t opi c>

Config API

t opi cConfi g. addMessageli st ener Confi g(new Li st ener Confi g("com hazel cast. exanpl es. MessageLi stener"));

Soring XML configuration

<hz:topi c name="defaul t">
<hz: message-|i st ener s>
<hz: message-| i stener cl ass-nane="com hazel cast. spri ng. DunmyMessagelLi st ener"/>
</ hz: message-|i st ener s>
</ hz: t opi c>

12.5. Wildcard Configuration

Hazel cast supports wildcard configuration of Maps, Queues and Topics. Using an asterisk (*) character in the name,
different instances of Maps, Queues and Topics can be configured by a single configuration.
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Note that, with alimitation of a single usage, asterisk (*) can be placed anywhere inside the configuration name.

For instance amap named 'com hazel cast . t est. mynap' can be configured using one of these configurations;

<map nane="com hazel cast.test.*">
</ map>
<map nanme="com hazel *">
</ map>
<map nanme="*.test.nymap">
</ map>
<map name="com *test. nymap">
</ map>
Oraqueue'com hazel cast .t est. nyqueue'
<gueue nane="*hazel cast.test.nyqueue">
</ queue>
<gueue nane="com hazel cast. *. nyqueue" >
</ queue>
12.6. Advanced Configuration Properties

There are some advanced configuration properties to tune some aspects of Hazelcast. These can be set as property name
and value pairs through configuration xml, configuration APl or VM system property.

e Configuration xml

<hazel cast xsi:schemaLocati on="http://ww. hazel cast.com schema/ confi g
http://ww. hazel cast. conl schena/ confi g/ hazel cast-confi g-2.5. xsd"
xm ns="http://ww. hazel cast. conl schema/ confi g"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schenma- i nst ance" >

<properties>
<property nanme="hazel cast. property.foo">val ue</ property>

</ properties>
</ hazel cast >

» Configuration API

Config cfg = new Config() ;
cfg.setProperty("hazel cast. property.foo", "value");

» System Property
1. Using VM parameter: j ava - Dhazel cast. property. f oo=val ue

2. Using System class: Syst em set Property("hazel cast. property. foo", "value");
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Table 12.1. Properties Table

Property Name

Description

hazel cast . nenctache. enabl ed Enable Memcache client
hazel cast.rest. enabl ed Enable REST client reqL
hazel cast .| oggi ng. type Name of logging framew
hazel cast. map. | oad. chunk. si ze Chunk size for MapL oac
hazel cast.in.thread.priority Hazelcast Input Thread |
hazel cast.out.thread. priority Hazelcast Output Threac
hazel cast.service.thread. priority Hazelcast Service Threa
hazel cast. merge. first.run. del ay. seconds Inital run delay of split k
hazel cast. nerge. next. run. del ay. seconds Run interval of split brai
hazel cast.redo.wait.mllis Wait time before aredo
hazel cast.redo. | og.threshol d Minimum number of reg
hazel cast. redo. gi veup. t hreshol d Number of maximum re
Oper ati onTi meout |
hazel cast . backup. redo. enabl ed Enable (strict) redo for b
node failures, but genere
backups are restored. W
#hazel cast.partition.mig|
hazel cast. nax. operati on. ti neout Maximum operation tim
operation. (default 300 s
hazel cast. max. concurrent.operation.linit Max number of concurre
throwing Oper at i onR
hazel cast. socket . bi nd. any Bind both server-socket
hazel cast . socket. server. bi nd. any Bind server-socket to an
hazel cast . socket .
hazel cast. socket. client. bind. any Bind client-sockets to an
hazel cast . socket .
hazel cast. socket. receive. buffer.size Socket receive buffer siz
hazel cast. socket. send. buffer.size Socket send buffer sizei
hazel cast. socket. keep. al i ve Socket set keep alive
hazel cast. socket. no. del ay Socket set TCP no delay
hazel cast. prefer.ipv4. stack Prefer 1pv4 network inte
hazel cast. shut downhook. enabl ed Enable Hazel cast shutdo
hazel cast. wait.seconds. before.join Wait time before join op
hazel cast. max. wai t. seconds. before.join Maximum wait time bef
hazel cast. heartbeat.interval .seconds Heartbeat send interval i
hazel cast. max. no. heart beat . seconds Max timeout of heartbea
hazel cast. i cnp. enabl ed Enable ICMP ping
hazel cast.icnp. tineout ICMP timeout in ms
hazel cast.icnp.ttl ICMPTTL (maximum r
hazel cast. master. confirmation.interval.seconds Interval at which nodes
hazel cast. max. no. master. confi rmati on. seconds Max timeout of master c
hazel cast. nenber.|ist. publish.interval.seconds Interval at which master
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Property Name

Description

hazel cast. prefer.ipv4. stack Prefer IPv4 Stack, don't
hazel cast.initial.mn.cluster.size Initial expected cluster s
hazel cast.initial.wait.seconds Inital timein secondsto
hazel cast.restart.on. max.idl e Restart node if service tf
hazel cast . max. no.
hazel cast. map. partition. count Distributed map partitior
hazel cast. map. max. backup. count Maximum map backup r
hazel cast. nap. renove. del ay. seconds Remove delay timein se
hazel cast. map. cl eanup. del ay. seconds Cleanup process delay ti
hazel cast. executor. query. t hread. count Query executor servicer
hazel cast. executor. event.thread. count Event executor servicen
hazel cast. executor.client.thread. count Client executor servicer
hazel cast. executor.store.thread. count Map store executor servi
hazel cast.l og. state Log cluster debug state
hazel cast. | nx Enable IMX agent
hazel cast.jnx. detail ed Enable detailed views or

hazel cast. nt. map. excl udes Comma seperated map n
[http://www.hazel cast.cc
hazel cast. nt. queue. excl udes Comma seperated queue
[http://www.hazel cast.cc
hazel cast. nt. topi c. excl udes Comma seperated topic |
[http://www.hazel cast.cc
hazel cast . versi on. check. enabl ed Enable Hazel cast new ve
hazel cast.topic.flow control.enabl ed Enable waiting for the tc
hazel cast. nt. max. vi si bl e. i nst ance. count Management Center may
hazel cast. connection. nonitor.interval Minimum interval to cor
hazel cast. connection. monitor. max.faults Maximum 1O error coun
hazel cast.partition.m gration.interval Interval to run partition r
hazel cast. partition. mgration.timeout Timeout for partition mi
hazel cast. i medi at e. backup. i nt erval Interval to run immediat
hazel cast. gracef ul . shut down. max. wai t Maximum wait seconds
hazel cast.force.throw. interrupted. exception Force throw of Runtimel
otherwise awarning log
hazel cast. nt. url . change. enabl ed Management Center cha
hazel cast. el astic. menory. enabl ed Enable Hazelcast Elastic
hazel cast. el astic.menory.total.size Hazelcast Elastic Memol
hazel cast. el astic. menory. chunk. si ze Hazelcast Elastic Memol
hazel cast. el asti c. nenory. shar ed. st or age Enable Hazelcast Elastic
hazel cast. enterprise.license. key Hazelcast Enterprise [hitt
hazel cast. system | og. enabl ed Enable system logs
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12.7. Logging Configuration

Hazel cast has a flexible logging configuration and doesn't depend on any logging framework except JDK logging. It has
in-built adaptors for anumber of logging frameworks and also supports custom loggers by providing logging interfaces.

To use built-in adaptors you should set hazel cast . | oggi ng. t ype property to one of predefined types below.

jdk:JDK logging (default)

log4j :Log4j

SIf4j: Sf4j
» none disable logging
Youcanset hazel cast. | oggi ng. t ype through configuration xml, configuration APl or VM system property.
» Configuration xml
<hazel cast xsi:schemalLocati on="http://ww. hazel cast. com schena/ config
http://ww. hazel cast. com schenma/ confi g/ hazel cast - confi g-2. 5. xsd"

xm ns="http://ww. hazel cast. conl schena/ confi g"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance" >

<properties>
<property name="hazel cast.| oggi ng. type">j dk</ property>

</ properties>
</ hazel cast >

» Configuration API

Config cfg = new Config() ;
cfg.setProperty("hazel cast.| oggi ng.type", "log4j");
* System Property
1. Using VM parameter: j ava - Dhazel cast .| oggi ng. t ype=sl f 4j
2. Using System class: Syst em set Property("hazel cast. | oggi ng.type", "none");

To use custom logging feature you should implement com hazel cast . | oggi ng. Logger Fact ory and
com hazel cast . | oggi ng. | Logger interfaces and set system property hazel cast . | oggi ng. cl ass to your
custom Logger Fact or y class name.

java -Dhazel cast .| oggi ng. cl ass=f oo. bar. MyLoggi ngFact ory

You can aso listen to logging events generated by Hazel cast runtime by registering LogLi st ener s
toLoggi ngSer vi ce.

LogLi stener |istener = new LogListener() {
public void | og(LogEvent |ogEvent) {
/] do sonethi ng
}
}

Loggi ngSer vi ce | oggi ngServi ce = Hazel cast. get Loggi ngSer vi ce()
| oggi ngServi ce. addLoglLi st ener (Level . | NFO, |i stener)
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Through the Loggi ngSer vi ce you can get the current used ILogger implementation and log your own messages too.

12.8. Setting License Key

(Enterprise Edition Only)

To be able to use Hazel cast Enterprise Edition, you need to set license key in configuration.

Hazelcast XML Configuration

<hazel cast >
<l i cense- key>HAZEL CAST_ENTERPRI SE_LI CENSE_KEY</ | i cense- key>

</ hazel cast >

Hazelcast Config API

Config config = new Config();
config. setLi censeKey("HAZELCAST _ENTERPRI SE_LI CENSE_KEY") ;

Spring XML Configuration

<hz: config>
<hz:license- key>HAZELCAST_ENTERPRI SE_LI CENSE_KEY</ hz: | i cense- key>

</ ha.zéll cast >
JVM System Property

- Dhazel cast. enterprise.|icense. key=HAZEL CAST_ENTERPRI SE_L| CENSE_KEY
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Hazelcast provides distributed second level cache for your Hibernate entities, collections and queries. Hazel cast has two
implementations of Hibernate 2nd level cache, one for hibernate-pre-3.3 and one for hibernate-3.3.x versions. In your
Hibernate configuration file (ex: hibernate.cfg.xml), add these properties:

To enable use of second level cache

<property nanme="hi bernate. cache. use_second_| evel _cache">true</ property>

To enable use of query cache

<property name="hi bernate. cache. use_query_cache">true</ property>

And to force minimal putsinto cache

<property nane="hi bernate. cache. use_ni ni mal _puts">true</ property>

To configure Hazelcast for Hibernate, it is enough to put configuration file named hazel cast . xm into root of your
classpath. If Hazelcast can not find hazel cast . xm then it will use default configuration from hazelcast.jar.

Y ou can define custom named Hazelcast configuration xml file with one of these Hibernate configuration properties.

<property nanme="hi bernate. cache. provi der_configuration_file_resource_path">
hazel cast - cust om confi g. xm
</ property>

or

<property nanme="hi bernate. cache. hazel cast. confi gurati on_fil e_path">
hazel cast - cust om confi g. xn
</ property>

Y ou can set up Hazel cast to connect cluster as LiteMember. LiteMember is a member of the cluster, it has socket
connection to every member in the cluster and it knows where the data, but does not contain any data.

<property name="hi bernate. cache. hazel cast. use_lite_menber">true</ property>

Y ou can set up Hazel cast to connect cluster as Native Client. Native client is not member and it connects to one of
the cluster members and delegates all cluster wide operationsto it. When the relied cluster member dies, client will
transparently switch to another live member. (Native Client property takes precedence over LiteMember property.)

<property nanme="hi bernate. cache. hazel cast.use_native_client">true</property>

To setup Native Client properly, you should add Hazel cast gr oup-name, group-password and cluster member
address properties. Native Client will connect to defined member and will get addresses of all membersin the cluster.
If the connected member will die or leave the cluster, client will automatically switch to another member in the cluster.

<property nanme="hi bernate. cache. hazel cast. native_client_address">10. 34. 22. 15</ property>
<property nanme="hi bernate. cache. hazel cast. native_client_group">dev</property>
<property nanme="hi bernat e. cache. hazel cast. native_client_password">dev- pass</ property>

To use Native Client you should add hazel cast - cl i ent - <ver si on>. j ar into your classpath.
Read more about NativeClient & LiteMember

If you are using one of Hibernate pre-3.3 version, add following property.
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<property nane="hi bernate. cache. provi der _cl ass">
com hazel cast . hi ber nat e. provi der. Hazel cast CacheProvi der
</ property>

« If you are using Hibernate 3.3.x (or newer) version, you can choose to use either configuration property above
(Hibernate has a built-in bridge to use old-style cache implementations) or following property.

<property name="hi bernate. cache.region.factory_cl ass">
com hazel cast . hi ber nat e. Hazel cast CacheRegi onFact ory
</ property>

Or as an dlternative you can use Hazel cast Local CacheRegi onFact or y which stores datain local node and
sends invalidation messages when an entry is updated on local.

<property name="hi bernate. cache.regi on.factory_cl ass">
com hazel cast . hi bernat e. Hazel cast Local CacheRegi onFact ory
</ property>

Hazelcast creates a separate distributed map for each Hibernate cache region. So these regions can be configured easily
via Hazel cast map configuration. Y ou can define backup, eviction, TTL and Near Cache properties.

» Backup Configuration
» Bviction And TTL Configuration
» Near Cache Configuration

Hibernate has four cache concurrency strategies. read-only, read-write, nonstrict-read-write and transactional. But
Hibernate does not forces cache providers to support all strategies. And Hazel cast supportsfirst three (read-only, read-
write, nonstrict-read-write) of these four strategies. Hazelcast has no support fortransactional strategy yet.

* If you are using xml based class configurations, you should add a cache element into your configuration with usage
attribute with one of read-only, read-write, nonstrict-read-write.

<cl ass nane="eg. | nmut abl " mnut abl e="fal se">
<cache usage="read-only"/>

</ cl ass>
<cl ass name="eg.Cat" .... >

<cache usage="read-wite"/>

<set name="kittens" ... >
<cache usage="read-wite"/>

</set>
</cl ass>

« If you are using Hibernate-Annotations then you can add class-cache or collection-cache element into your Hibernate
configuration file with usage attribute with one of read only, read/write, nonstrict read/write.

<cl ass- cache usage="read-onl y" cl ass="eg. | mutabl e"/>
<cl ass-cache usage="read-wite" class="eg.Cat"/>
<col | ection-cache col |l ecti on="eg. Cat. ki ttens" usage="read-wite"/>

OR

» Alternatively, you can put Hibernate Annotation's @Cache annotation on your entities and collections.
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@ache(usage = CacheConcurrencyStrat egy. READ WRI TE)
public class Cat inplenments Serializable {

}

The last thing you should be aware of is to drop hazel cast-hibernate-<version>.jar into your classpath.

Additional Properties:
* Accessing underlying Hazel cast | nst ance

Usingcom hazel cast . hi bernat e. i nst ance. Hazel cast Accessor you can access the underlying
Hazel cast | nst ance used by Hibernate SessionFactory.

Sessi onFactory sessionFactory = ...;
Hazel cast | nst ance hazel cast| nstance = Hazel cast Accessor. get Hazel cast | nst ance(sessi onFactory);

» Changing/setting lock timeout value of read-write strategy

Lock timeout value can be set using hi ber nat e. cache. hazel cast. | ock_ti meout Hibernate property.
Value should be in milliseconds and default value is 10000 ms (10 seconds).

» Using named Hazel cast | nst ance

Instead of creating anew Hazel cast | nst ance for each Sessi onFact or y, an existing instance can be used by
setting hi ber nat e. cache. hazel cast . i nst ance_nane Hibernate property to Hazel cast | nst ance's
name. For more information see Named Hazel castl nstance.

 Disabling shutdown during SessionFactory.close()

Shutting down Hazel cast | nst ance can be disabled during Sessi onFact ory. cl ose() by setting

hi ber nat e. cache. hazel cast. shut down_on_sessi on_fact ory_cl ose Hibernate property to false.
(Inthis case Hazelcast property hazel cast . shut downhook. enabl ed should not be set to false.) Default value
istrue.
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14.1. Configuration

Y ou can declare Hazel cast beans for Spring context using beans namespace (default spring beans namespace) as well
to declare hazel cast maps, queues and others. Hazelcast-Spring integration requires either hazelcast-springjar or

hazelcast-all jar in the classpath.

<bean i d="instance" cl ass="com hazel cast. core. Hazel cast" factory-nmethod="newHazel cast| nst ance">

<const ruct or - ar g>
<bean cl ass="com hazel cast. confi g. Confi g">
<property name="groupConfig">
<bean cl ass="com hazel cast. confi g. G oupConfi g">
<property nanme="nane" val ue="dev"/>
<property name="password" val ue="pwd"/>
</ bean>
</ property>
<!-- and so on ... -->
</ bean>
</ constructor-arg>
</ bean>

<bean i d="map" factory-bean="instance" factory-method="get Map">
<constructor-arg val ue="nmap"/>
</ bean>

Hazelcast has Spring integration (requires version 2.5.6 or greater) since 1.9.1 using hazelcast namespace.
* Add namespace xmins: hz="http://mww.hazel cast.conv/schema/spring" to beans tag in context file:

<beans xm ns="http://ww. spri ngfranework. or g/ schena/ beans"

xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schema- i nst ance"

xm ns: hz="http://ww. hazel cast. com schena/ spri ng"

Xsi : schemaLocati on="htt p: //ww. spri ngfranewor k. or g/ schema/ beans
http://ww. springframework. or g/ schema/ beans/ spri ng- beans-2. 5. xsd
http://ww. hazel cast. com schema/ spring
http://ww. hazel cast. com schena/ spri ng/ hazel cast - spri ng-2. 5. xsd">

 Use hz namespace shortcuts to declare cluster, itsitems and so on.
After that you can configure Hazel cast instance (node):

<hz: hazel cast id="instance">
<hz: confi g>
<hz: group nanme="dev" password="password"/>
<hz: network port="5701" port-auto-increment="fal se">
<hz:j oi n>
<hz:mul ti cast enabl ed="fal se"
mul ti cast-group="224.2.2.3"
mul ticast-port="54327"/>
<hz:tcp-ip enabl ed="true">
<hz: menber s>10. 10. 1. 2, 10. 10. 1. 3</ hz: nenber s>
</hz:tcp-ip>
</ hz:join>
</ hz: net wor k>
<hz: map nane="rmap'
backup- count =" 2"
max- si ze="0"
evi cti on- per cent age="30"
read- backup-dat a="tr ue"
cache-val ue="true"
evi ction-pol i cy="NONE"
mer ge- pol i cy="hz. ADD_NEW ENTRY"/ >
</ hz: config>
</ hz: hazel cast >

Y ou can easily configure map-store and near-cache too. (For map-store you should set either class-name or
implementation attribute.)
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<hz: config>
<hz: map nanme="nmapl">
<hz: near-cache tine-to-live-seconds="0" nax-idl e-seconds="60"
evi ction-policy="LRU" nmax-size="5000" invalidate-on-change="true"/>

<hz: map- store enabl ed="true" cl ass-nane="com f 0o. DunmySt or e"
write-del ay- seconds="0"/>
</ hz: map>

<hz: map nane="nmap2" >
<hz: map- store enabl ed="true" inpl enmentati on="dummyMapSt ore"
write-del ay- seconds="0"/>
</ hz: map>

<bean i d="dummyMapSt ore" cl ass="com foo. DummyStore" />
</ hz: config>

It's possible to use placeholdersinstead of concrete values. For instance, use property file app-default.properties for group
configuration:

<bean cl ass="org. spri ngfranmework. beans. factory. confi g. PropertyPl acehol der Confi gurer">
<property nanme="| ocati ons">
<list>
<val ue>cl asspat h: / app- def aul t. properti es</val ue>
</list>
</ property>
</ bean>
<hz: hazel cast id="instance">
<hz: config>
<hz: group
name="$%{ cl uster. group. nanme}"
passwor d="${cl ust er. group. password}"/ >
<l-- ... -->
</ hz: config>
</ hz: hazel cast >

Similar for client

<hz:client id="client"
group- name="${cl ust er. group. nane}" group- passwor d="${cl ust er. gr oup. passwor d} " >
<hz: nmenber >10. 10. 1. 2: 5701</ hz: nenber >

<hz: menber >10. 10. 1. 3: 5701</ hz: nenber >

</hz:client>

Hazelcast also supports| azy-i ni t, scope and depends- on bean attributes.

<hz: hazel cast id="instance" lazy-init="true" scope="singleton">
</ hz: hazel cast >
<hz:client id="client" scope="prototype" depends-on="instance">

</hz:client>

Y ou can declare beans for the following Hazel cast objects:
. map

o multiMap

* queue

* topic

e set
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e list
 executorService
* idGenerator
 aomicNumber
e semaphore
 countDownLatch
* lock

Example:

<hz: map i d="map" instance-ref="client" name="nmap" lazy-init="true" />

<hz:mul ti Map i d="nul ti Map" instance-ref="instance" name="nul ti Map" |azy-init="fal se" />
<hz: queue i d="queue" instance-ref="client" name="queue" |azy-init="true" depends-on="instance"/>
<hz:topic id="topic" instance-ref="instance" name="topi c" depends-on="instance, client"/>
<hz:set id="set" instance-ref="instance" nane="set" />

<hz:list id="list" instance-ref="instance" name="list"/>

<hz: execut or Servi ce i d="executor Servi ce" instance-ref="client" name="executor Service"/>
<hz:idGenerator id="idCGenerator" instance-ref="instance" name="idGenerator"/>

<hz: at om cNunber id="atom cNunber" instance-ref="instance" nane="atom cNunber"/>

<hz: at om cNunber i d="semaphore" instance-ref="client" nane="semaphore"/>

<hz: at om cNunber i d="count DownLat ch" instance-ref="instance" nane="count DownLat ch"/>
<hz:at om cNunber id="I|ock" instance-ref="client" nane="| ock"/>

Injecting Typed Collections/M aps

Spring tries to create anew Map/Col | ect i on instance and fill the new instance by iterating and converting values of
the original Map/Col | ecti on (I Map, | Queue etc.) to required types when generic type parameters of the original
Map/Col | ect i on and the target property/attribute do not match.

Since Hazelcast Maps/Col | ect i onsare designed to hold very large data which a single machine can not carry, iterating
through whole values can cause out of memory errors.

To avoid this issue either target property/attribute can be declared as un-typed Map/Col | ect i on

public class SoneBean {
@\ut owi r ed
I Map map; // instead of | Mp<K, V> map

@\ut owi r ed
| Queue queue; // instead of | Queue<E> queue

or parameters of injection methods (constructor, setter) can be un-typed.
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public class SoneBean {
I Map<K, V> map
| Queue<E> queue

public SonmeBean(|Map map) { // instead of |MNap<K, V> nap
this. map = map;

}

public void set Queue(l Queue queue) { // instead of | Queue<E> queue
t hi s. queue = queue

}

For more info see Spring issue-3407 [https://jira.springsource.org/browse/SPR-3407].

14.2. Spring Managed Context

It's often desired to access Spring managed beans, to apply bean properties or to apply factory callbacks such as

Appl i cati onCont ext Awar e, BeanNameAwar e or to apply bean post-processing such asl ni ti al i zi ngBean,
@ost Const ruct like annotations while using Hazelcast distributed Execut or Ser vi ce or Di stri but edTasks
or more generally any Hazel cast managed object. Achieving those features are as simple as adding @bpr i ngAwar e
annotation to your distributed object types. Once you have configured Hazel castlnstance as explained in Spring
configuration, just mark any distributed type with @pr i ngAwar e annotation.

<beans xm ns="http://ww. spri ngfranmewor k. or g/ schena/ beans"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xm ns: cont ext ="http://ww. spri ngfranmewor k. or g/ schema/ cont ext "

xm ns: hz="http://ww. hazel cast. com schena/ spri ng"

xsi : schemalLocati on="htt p://ww. spri ngf ramewor k. or g/ schena/ beans
http://ww. springfranmewor k. or g/ schema/ beans/ spri ng- beans- 3. 0. xsd

http://ww. springfranmewor k. or g/ schema/ cont ext

http://ww. springfranmewor k. or g/ schema/ cont ext / spri ng- cont ext - 3. 0. xsd
http://ww. hazel cast. com schema/ spri ng
http://ww. hazel cast.com schema/ spri ng/ hazel cast - spri ng-2. 5. xsd" >

<cont ext:annotation-config />

<hz: hazel cast id="instance">
<hz: confi g>
<hz: group nane="dev" password="password"/>
<hz: network port="5701" port-auto-increnent="fal se">
<hz:joi n>
<hz: mul ticast enabl ed="fal se" />
<hz:tcp-ip enabl ed="true">
<hz: menber s>10. 10. 1. 2, 10.10. 1. 3</ hz: nenber s>
</hz:tcp-ip>
</ hz:join>
</ hz: net wor k>

</ hz: config>
</ hz: hazel cast >

<bean i d="soneBean" cl ass="com hazel cast.exanpl es. spri ng. SoneBean" scope="si ngl eton" />
</ beans>

Executor Service example:
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@Bpr i ngAwnar e
public class SonmeTask inpl enments Call abl e<Long>, ApplicationContextAware, Serializable {

private transi ent ApplicationContext context;
private transi ent SoneBean soneBean;

public Long call () throws Exception {
return soneBean. val ue;
}

public void setApplicationContext(final ApplicationContext applicationContext)
t hrows BeansException {
context = applicationContext;

}

@\ut owi r ed
public void set SoneBean(final SoneBean soneBean) {
t hi s. soneBean = soneBean;

}

Hazel cast | nst ance hazel cast = (Hazel cast| nstance) context.get Bean("hazel cast");
SoneBean bean = (SoneBean) context.getBean("soneBean");

Fut ure<Long> f = hazel cast . get Execut or Servi ce() . submi t (new SoneTask());
Assert . assert Equal s(bean. val ue, f.get().longValue());

/| choose a menber
Menber nenber = hazel cast.get d uster().get Menbers().iterator().next();

Fut ure<Long> f2 = (Future<Long>) hazel cast. get Execut or Servi ce()
. submi t (new Di stri but edTask<Long>(new SoneTask(), nenber));
Assert. assert Equal s(bean. val ue, f2.get().longVal ue());

Distributed Map value example:

@pr i ngAwar e

@onponent (" soneVal ue")

@scope( " prototype")

public class SonmeVal ue inplements Serializable, ApplicationContextAware {

transi ent ApplicationContext context;
transi ent SoneBean soneBean;
transi ent boolean init = fal se;

public void setApplicationContext(final ApplicationContext applicationContext)
t hrows BeansException {
context = applicationContext;

}

@\ut owi r ed
public void set SoneBean(final SoneBean someBean) {
t hi s. soneBean = soneBean;

}

@ost Const r uct

public void init() {
soneBean. doSonet hi ngUsef ul () ;
init = true;

}
On Node-1;
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Hazel cast | nst ance hazel cast = (Hazel castlnstance) context.getBean("hazel cast")
SoneVal ue val ue = (SoneVal ue) context.getBean("soneVal ue")

| Map<String, SonmeVal ue> map = hazel cast. get Map("val ues")

map. put ("key", val ue)

On Node-2;

Hazel cast | nst ance hazel cast = (Hazel cast|nstance) context.get Bean("hazel cast")
| Map<String, SoneVal ue> map = hazel cast. get Map("val ues")

SoneVal ue val ue = map. get ("key")

Assert.assert True(val ue.init)

Note that, Spring managed properties/fields are marked ast r ansi ent .

14.3. Spring Cache

Asof version 3.1, Spring Framework provides support for adding caching into an existing
Spring application. To use Hazelcast as Spring cache provider, you should just define a
com hazel cast. spring. cache. Hazel cast CacheManager bean and register it as Spring cache manager.

<cache: annot ati on-dri ven cache-manager =" cacheManager" />

<hz: hazel cast id="hazel cast">

</hzghézelcast>

<bean i d="cacheManager" cl ass="com hazel cast. spring. cache. Hazel cast CacheManager ">

<constructor-arg ref="instance"/>
</ bean>

For more info see Spring Cache Abstraction [http://static.springsour ce.org/spring/docs/3.1.x/spring-framewor k-
reference/html/cache.html].

14.4. Hibernate 2nd Level Cache Config

If you are using Hibernate with Hazel cast as 2nd level cache provider, you can easily create CachePr ovi der or
Regi onFact or y instances within Spring configuration. That way it is possibleto use same Hazel cast | nst ance as
Hibernate L2 cache instance.

<hz: hi ber nat e- cache- provi der id="cacheProvider" instance-ref="instance" />

<bean i d="sessi onFactory" class="org.springframework. orm hi bernat e3. Local Sessi onFact oryBean" scope="singl eto
<property name="dat aSource" ref="dataSource"/>
<property nanme="cacheProvi der" ref="cacheProvider" />

</ bean>

Or by Spring version 3.1

<hz: hi bernate-regi on-factory id="regi onFactory" instance-ref="instance" />

<bean i d="sessi onFactory" class="org.springframework. orm hi bernat e3. Local Sessi onFact oryBean" scope="singl eto
<property name="dat aSour ce" ref="dataSource"/>
<property name="cacheRegi onFactory" ref="regi onFactory" />

</ bean>
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14.5. Spring Data - JPA

Hazelcast supports JPA persistence integrated with Spring Data-JPA [http://www.springsource.org/spring-dataljpal
module. Your POJOs are mapped and persisted to your relational database. To use JPA persistence first you should create
a Repository interface extending CrudRepository class with object type that you want to persist..

package com hazel cast.j pa.repository

i mport com hazel cast.j pa. Product
i mport org.springfranmework. data. repository. CrudRepository

public interface Product Repository extends CrudRepository<Product, Long> {

}

Then you should add your data source and repository definition to you Spring configuration,

<j pa:repositories
base- package="com hazel cast.j pa.repository" />

<bean cl ass="com hazel cast.j pa. Spri ngJPAMapSt ore" i d="j pamapst ore">
<property nanme="crudRepository" ref="productRepository" />
</ bean>

<bean cl ass="or g. apache. cormons. dbcp. Basi cDat aSour ce" destroy- nmet hod="cl ose" i d="dat aSource">
<property nanme="driver Cl assNane" val ue="com nysql .jdbc. Driver"/>
<property name="url" val ue="jdbc: nysql://| ocal host: 3306/ YOUR_DB"/ >
<property nanme="usernane" val ue="YOUR_USERNANME"/ >
<property nanme="password" val ue="YOUR_PASSWORD'/ >
</ bean>

<bean i d="entityManager Fact ory"
class="org. springfranmewor k. orm j pa. Local Cont ai ner Enti t yManager Fact or yBean" >
<property nanme="dat aSour ce" ref="dataSource" />
<property nanme="j paVendor Adapt er ">
<bean cl ass="org. spri ngfranmewor k. orm j pa. vendor . Hi ber nat eJpaVendor Adapt er " >
<property nanme="generateDdl " val ue="true" />
<property nane="dat abase" val ue="MSQ." />
</ bean>
</ property>
<property nanme="persi stenceUni t Nane" val ue="j pa. sanple" />
</ bean>

<bean cl ass="org. spri ngfranmewor k. orm j pa. JpaTr ansact i onManager "
i d="transacti onManager ">
<property nanme="entityManager Factory"
ref ="enti tyManager Factory" />
<property nanme="j paDi al ect">
<bean cl ass="org. spri ngfranmewor k. orm j pa. vendor . Hi ber nat eJpabDi al ect" />
</ property>
</ bean>

In the example configuration above, Hibernate and MY SQL is configured, you change them according your ORM and
database selection. Also you should define your persistence unit with persistencexml under META-INF directory.

<?xm version="1.0" encodi ng="UTF- 8" ?>

<persi stence version="2.0" xm ns="http://java. sun. conl xm / ns/ persi stence" xm ns: xsi="http://ww.w3. org/ 2001/
<persi stence-unit name="j pa.sanple" />

</ per si st ence>

By default, the key is expected to be the same with id of the JPA object. Y ou can change this behaviour and customize
MapStore implementation extending SpringJPAMapStore class. For moreinfo see Soring Data JPA Reference [http://
static.springsour ce.or g/spring-data/data-jpa/docs/current/r eference/htmil/] .
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14.6. Spring Data - MongoDB

With version 2.1, Hazel cast will support MongoDB persistence integrated with Spring Data-MongoDB [http://
WwWw.springsource.org/spring-data/mongodb] module. Spring MongoDB module maps your objects to equivalent
MongoDB objects. To persist your objectsinto MongoDB you should define MongoDB mapstore in your Spring
configuration as follows:

<nongo: nongo i d="nongo" host="I|ocal host" port="27017"/>

<bean i d="nongoTenpl at e"
cl ass="org. spri ngfranmewor k. dat a. nrongodb. cor e. MongoTenpl at e" >
<constructor-arg ref="nongo"/>
<constructor-arg nane="dat abaseNane" val ue="test"/>
</ bean>

<bean cl ass="com hazel cast. spri ng. nongodb. MongoMapSt or e" i d=" nobngonmapst ore" >
<property nanme="nongoTenpl ate" ref="nongoTenpl ate" />
</ bean>

Then you can set this as mapstore for maps that you want to persist into MongoDB.

<hz: map nanme="user">
<hz: map- store enabl ed="true" inpl ementati on="nongonapst ore"
write-del ay- seconds="0">
</ hz: map- st or e>
</ hz: map>

By default, the key is set asid of the MongoDB object. Y ou can override MongoMapStore class for you custom needs.
For more info see Spring Data MongoDB Reference [ http://static.springsour ce.or g/spring-data/data-mongodb/docs/
current/reference/htmi/] .
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Chapter 15. Clients

There are currently three ways to connect to arunning Hazel cast cluster:
1. Native Clients
2. Memcache Clients

3. REST Client

15.1. Native Client

Native Client enables you to do all Hazelcast operations without being a member of the cluster. It connects to one of
the cluster members and delegates all cluster wide operationsto it. When the relied cluster member dies, client will
transparently switch to another live member.

There can be hundreds, even thousands of clients connected to the cluster. But by default there is 40 threads on server
side that will handle all the requests. Y ou may want to increase hazel cast.executor.client.thread.count property for better
performance.

Imagine atrading application where all the trading data stored and managed in a 10 node Hazel cast cluster. Swing/Web
applications at traders' desktops can use Native Java Client to access and modify the datain the Hazelcast cluster.

Currently Hazel cast has Native Java and C# Client available.
LiteMember vs. Native Client

LiteMember is amember of the cluster, it has socket connection to every member in the cluster and it knows where the
datais so it will get to the data much faster. But LiteMember has the clustering overhead and it must be on the same data
center even on the same RAC. However Native client is not member and relies on one of the cluster members. Native
Clients can be anywhere in the LAN or WAN. It scales much better and overhead is quite less. So if your clients are less
than Hazel cast nodes then LiteMember can be an option; otherwise definitely try Native Client. Asarule of thumb: Try
Native client first, if it doesn't perform well enough for you, then consider LiteMember.

The following picture describes the clients connecting to Hazelcast Cluster. Note the difference between LiteMember and
Java Client

15.1.1. Java Client

Y ou can do amost all hazelcast operations with Java Client. It already implements the same interface. Y ou must include
hazel cast-client.jar into your classpath.

i mport com hazel cast. core. Hazel cast | nst ance;
i mport com hazel cast.client. Hazel castClient;

inmport java.util. Map;
inmport java.util.Collection;

ClientConfig clientConfig = new ClientConfig();
client Config. get GoupConfig().setNane("dev"). set Password("dev-pass");
client Config.addAddress("10.90.0.1", "10.90.0.2:5702");

Hazel cast I nstance client = Hazel castdient.newHazel castdient(clientConfig);
//Al'l cluster operations that you can do with ordi nary Hazel castl nstance
Map<String, Custoner> napCustoners = client.get Map("custoners");

mapCust oners. put ("1", new Custoner("Joe", "Smth"));
mapCust oners. put ("2", new Custoner("Ali", "Selanl));
mapCust oners. put ("3", new Custoner("Avi", "Noyan"));

Col | ecti on<Cust oner > col Cust oners = napCust oners. val ues();
for (Custonmer customer : col Custoners) {
/| process custoner

}
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Near Cache on Java Client

By default, near Cache on Java Client is not enabled. Near Cache implementation on client side is based on the Google
Guava [ http://code.google.com/p/guavalibraries/wiki/CachesExplained] cache. To enable it the following System
property should be set to "true": "hazel cast.client.near.cache.enabled" and the related Guavajar's should be added to
classpath. The current implementation uses 13.0.1 version of it. Y ou can add the maven dependency as follows:

<dependency>
<gr oupl d>com googl e. guava</ gr oupl d>
<artifactld>guava</artifactld>
<versi on>13. 0. 1</ ver si on>

</ dependency>

Client will use the near cache configuration on server for the maps. Only the maps having proper near cache configuration
will be cached on client. If max sizeis set, entrieswill be evicted based on LRU eviction policy, asthisisthe only policy
that Guava supports.

15.1.2. CSharp Client (Enterprise Edition Only)

Y ou can use native C# client to connect to the running Hazel cast instances. All you need is to include Hazel cast.Client.dl|
into your C# project. The APl isvery similar to Java native client. Note that C# client doesn't have automatic
reconnection feature. If the node that it connected dies, it will not switch to another member. User must connect to another
member itself.

usi ng System
usi ng System Col | ecti ons. Generi c;

usi ng Hazel cast.Client;
usi ng Hazel cast . Core;

ClientConfig clientConfig = new ClientConfig();
clientConfig. GoupConfig. Name = "dev";
clientConfig. GoupConfig. Password = "dev- pass";
client Config. addAddress("10.90.0.1");

Hazel castdient client = Hazel castd i ent.newHazel castd i ent(clientConfig);

/1A'l nost all cluster operations that you can do with ordinary Hazel castl| nstance

/I Note that the Custoner class nust have Serializable attribute or inplenent Hazel cast.| O DataSerializable
| Map<String, Custoner> napCustoners = client.get Map("custoners");

mapCust oners. put ("1", new Custoner("Joe", "Smth"));
mapCust oners. put ("2", new Custoner ("Ali", "Selanl));
mapCust oners. put ("3", new Custoner("Avi", "Noyan"));

| Col | ecti on<Cust oner > col Cust oners = napCust oners. val ues();
foreach (Custonmer custoner in col Custoners) {

/'l process custoner
}

You can serialize back and forth Java and C# Objects between C# client and Hazelcast server. All you need isto have
your classes that you want to share to implement DataSerializable both on Java and C# in the exact same way. And on
C# ClientConfig you must set a TypeConverter implementation that will convert Java Class name into C# Type and vice
versa. A basic TypeConverter might look like this.
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public class MyTypeConverter: Hazel cast.| Q. | TypeConverter

{
public string getJavaNane(Type type)
{
i f(type. Equal s(typeof (Hazel cast.C i ent. Exanpl es. M/CShar pd ass)))
return "com hazel cast. exanpl es. MyCl ass";
return null;
}
public Type get Type(String javaNane)
{
i f("com hazel cast. exanpl es. Myd ass". Equal s(j avaNane))
return typeof (Hazel cast. d i ent. Exanpl es. M/CShar pd ass) ;
return null;
}
}

A basic MyCsharpClass implementing DataSerializable

usi ng System
usi ng Hazel cast. |G

public class MyCShar pd ass: Hazel cast.| O DataSeri ali zabl e
{

String fieldl ="";

int field2;

publ i c MyCShar pd ass ()
{
}

public MyCSharpC ass (String f1, int f2)
{
this.fieldl
this.field2

f1;
f2;

}

public void witeData(lDataCutput dout){
dout.witeUTF(fieldl);
dout.witelnt(field2);

}

public void readData(l Datal nput din){
fieldl = din.readUTF();
field2 = din.readlnt();

15.2. Memcache Client

A Memcache client written in any language can talk directly to Hazelcast cluster. No additional configuration is required.
Here isan example: Let's say your cluster's members are:

Menmbers [5] {
Member [10.20.17.1:5701]
Member [10.20.17.2:5701]
Member [10.20.17. 4:5701]
Member [10.20.17.3:5701]
Member [10.20.17.5:5701]
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And you have a PHP application that uses PHP Memcache client to cache things in Hazelcast. All you needto dois
have your PHP memcache client connect to one of these members. It doesn't matter which member the client connectsto
because Hazel cast cluster looks as one giant machine (Single System Image). PHP client code sample:

<?php
$nmentache = new Mentache;
$mencache- >connect (' 10. 20.17.1', 5701) or die ("Could not connect");
$nmenctache- >set (' keyl','val uel', 0, 3600);
$get _result = $nencache->get (' keyl'); //retrieve your data
var _dunp($get _result); //show it
7>

Notice that memcache client is connecting to 10. 20. 17. 1 and using port5701. Javaclient code sample with
SpyMemcached client:

MenctachedC ient client = new Mentachedd i ent (Addr Util . get Addresses("10.20.17.1:5701 10.20.17.2:5701"));
client.set("keyl", 3600, "valuel");
Systemout.println(client.get("keyl"));

If you want your datato be stored in different maps(e.g to utilize per map configuration ), you can do that with amap
name prefix as following:

Mentachedd i ent client = new Mentachedd ient (AddrUtil . get Addresses("10.20.17.1:5701 10.20.17.2:5701"));
client.set("mapl: keyl", 3600, "valuel"); // store to *hz_nenctache_mapl

client.set("map2: keyl", 3600, "valuel"); // store to hz_nentache_nmap2
Systemout.printin(client.get("keyl")); //get from hz_nencache_nmapl
Systemout.println(client.get("key2")); //get from hz_nencache_nmap2

hz_memcache prefix is to separate memcache maps from hazel cast maps.

An entry written with a memcache client can be read by another memcache client written in another language.

15.3. Rest Client

Let's say your cluster's members are;

Members [5] {
Member [10.20.17.1:5701]
Mermber [10.20.17.2:5701]
Mermber [10.20.17. 4:5701]
Mermber [10.20.17. 3:5701]
Mermber [10.20.17.5:5701]

}

And you have a distributed map named 'stocks'. Y ou can put anew key1/ val uel entry into this map by issuing
HTTP POST caltohttp://10.20.17.1:5701/ hazel cast/rest/ maps/ stocks/ keyl URL. Your
http post call's content body should contain the value (valuel). Y ou can retrieve thisentry viaHTTP GET call to
http://10.20.17. 1: 5701/ hazel cast/rest/ maps/ st ocks/ keyl. You can also retrieve this entry from
another member such ashtt p: // 10. 20. 17. 3: 5701/ hazel cast/rest/ maps/ st ocks/ key1.

RESTful accessis provided through any member of your cluster. So you can even put an HTTP load-balancer in-front of
your cluster members for load-balancing and fault-tolerance.

Now go ahead and install a REST plugin for your browser and explore further.

Hazelcast also stores the mime-type of your POST request if it contains any. So if, for example, you post binary of an
image file and set the mime-type of the HTTP POST request to i nage/ j peg then this mime-type will be part of the
response of your HTTP GET request for that entry.

Let's say you also have atask queue named 'tasks. Y ou can offer a new item into the queue viaHTTP POST and take and
item from the queue viaHTTP DELETE.
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HTTP PCST http://10.20.17.1: 5701/ hazel cast/rest/ queues/tasks <CONTENT> means
Hazel cast . get Queue( "t asks") . of f er (<CONTENT>) ;

and HTTP DELETE http://10.20.17. 1: 5701/ hazel cast/rest/ queues/t asks/ 3 means
Hazel cast . get Queue( "t asks"). pol | (3, SECONDS);

Note that you will have to handle the failures on REST polls as there is no transactional guarantee.
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Chapter 16. Internals

16.1. Internals 2: Serialization

All your distributed objects such as your key and value objects, objects you offer into distributed queue and your
distributed callable/runnable objects haveto beSer i al i zabl e.

Hazelcast serializes all your objectsinto an instance ofcom hazel cast . ni 0. Dat a. Dat a isthe binary
representation of an object. When Hazelcast serializes an object intoDat a, it first checks whether the object is an instance
of well-known, optimizable object suchasSt ri ng, Long, Integer, byte[], ByteBuffer, Date.Ifnot,
it then checks whether the object is an instance ofcom hazel cast . ni 0. Dat aSeri al i zabl e. If not, Hazelcast
uses standard java seriaization to convert the object into binary format. Seecom hazel cast . ni 0. Seri al i zer for
details.

So for faster serialization, Hazelcast recommendstouseof Stri ng, Long, Integer, byte[] objectsorto
implement com hazel cast . ni 0. Dat aSeri al i zabl e interface. Hereis an example of a classimplementing
com hazel cast. ni o. Dat aSeri al i zabl e interface.

public class Address inplenents com hazel cast. ni o. DataSeri al i zabl e {
private String street;
private int zipCode;
private String city;
private String state;

public Address() {}
/lgetters setters..

public void witeData(DataQutput out) throws | OException {
out.witeUTF(street);
out.writelnt(zipCode);
out.witeUTF(city);
out.witeUTF(state);

}
public void readData (Datal nput in) throws | OException {
street = in.readUTF();
zi pCode = in.readlnt();
city = in.readUTF();
state = in.readUTF();

}

Letstake alook at another example which is encapsulating aDat aSeri al i zabl e field.
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public class Enpl oyee inpl enments com hazel cast. ni o. Dat aSeri al i zabl e {
private String firstNang;
private String | ast Nang;
private int age;
private doubl e sal ary;
private Address address; //address itself is DataSerializable

public Enpl oyee() {}

/lgetters setters..

public void witeData(DataQutput out) throws | OException {
out.writeUTF(firstNane);
out.writeUTF(|l ast Nane) ;
out.writelnt(age);
out.writeDoubl e (salary);
address. witeData (out);

}
public void readData (Datal nput in) throws | OException {
firstName = in.readUTF();
last Name = in.readUTF();
age =in.readlnt();
sal ary = in.readDoubl e();
addr ess = new Address();

/1 since Address is DataSerializable let it read its own internal state
address.readbData (in);

}

Asyou can see, sinceaddr ess fieditself isDat aSer i al i zabl e, itiscalingaddress. wi t eDat a( out) when
writing and addr ess. r eadDat a(i n) when reading.

Caution: Hazelcast serialization is done on the user thread and it assumes that there will be only one object serialization
at atime. So putting any Hazel cast operation that will require to serialize anything else will break the serialization. For
Example: Putting

Hazel cast. get Map("anyMap") . put ("key", "dummy val ue");

linein readData or writeData methods will break the serialization. If you have to perform such an operation, at least it
should be performed in another thread which will force the serialization to take on different thread.

16.2. Internals 3: Cluster Membership

It isimportant to note that Hazelcast is a peer to peer clustering so there is no 'master’ kind of server in Hazelcast. Every
member in the cluster is equal and has the same rights and responsibilities.

When a node starts up, it will check to seeif there is already a cluster in the network. There are two ways to find this out:

* Multicast discovery: If multicast discovery is enabled (that isthe defualt) then the node will send ajoin request in the
form of amulticast datagram packet.

» Unicast discovery: if multicast discovery is disabled and TCP/ | P join is enabled then the node will try to connect to he
IPs defined inthehazel cast . xm configuration file. If it can successfully connect to at least one node, then it will
send ajoin request through the TCP/ | P connection.

If there is no existing node, then the node will be the first member of the cluster. If multicast is enabled then it will start
amulticast listener so that it can respond to incoming join requests. Otherwise it will listen for join request coming
vialTCP/ | P.

If there is an existing cluster already, then the oldest member in the cluster will receive the join request and check if the
request is for the right group. If so, the oldest member in the cluster will start the join process.

In the join process, the oldest member will:

» send the new member list to all members
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« tell membersto sync datain order to balance the data load

Every member in the cluster has the same member list in the same order. First member is the oldest member so if the
oldest member dies, second member in the list becomes the first member in the list and the new oldest member.

Seecom hazel cast . i npl . Node andcom hazel cast. i npl . Cl ust er Manager for details.
Q. If, let say 50+, nodes are trying to join the cluster at the same time, are they going to join the cluster one by one?

No. As soon as the oldest member receives the first valid join request, it will wait 5 seconds for others to join so that it
can join multiple membersin one shot. If there is no new node willing to join for the next 5 seconds, then oldest member
will start the join process. If a member |eaves the cluster though, because of a VM crash for example, cluster will
immediately take action and oldest member will start the data recovery process.

16.3. Internals 4: Distributed Map

Hazelcast distributed map is a peer to peer, partitioned implementation so entries put into the map will be almost evenly
partitioned onto the existing members. Entries are partitioned according to their keys.

Every key isowned by amember. So every key-aware operation, such asput, renove, get isroutedtothe
member owning the key.

Q. How does Hazelcast deter mine the owner of a key?

Hazel cast creates fixed number of virtual partitions (blocks). Partition count is set to 271 by default. Each key fallsinto
one of these partitions. Each partition is owned/managed by a member. Oldest member of the cluster will assign the
ownerships of the partitions and let every member know who owns which partitions. So at any given time, each member
knows the owner member of a each partition. Hazelcast will convert your key object tocom hazel cast . ni o. Dat a
then calculate the partition of the owner:parti ti on- of -t he- key = hash(keyData) % PARTI TI ON_COUNT.
Since each member(JVM) knows the owner of each partition, each member can find out which member owns the key.

Q. Can | get the owner of akey?

Yes. Use Partition API to get the partition that your key falls into and then get the owner of that partition. Note that owner
of the partition can change over time as new members join or existing members leave the cluster.

PartitionService partitionService = Hazel cast.getPartitionService();
Partition partition = partitionService.getPartition(key);
Menmber owner Menmber = partition.get Omer();

Locally owned entries can be obtained by callingnap. | ocal KeySet () .
Q. What happenswhen a new member joins?

Just like any other member in the cluster, the oldest member also knows who owns which partition and what the oldest
member knows is always right. The oldest member is a so responsible for redistributing the partition ownerships when
anew member joins. Since there is new member, oldest member will take ownership of some of the partitions and
give them to the new member. It will try to move the least amount of data possible. New ownership information of all
partitionsis then sent to all members.

Notice that the new ownership information may not reach each member at the same time and the cluster never stops
responding to user map operations even during joins so if a member routes the operation to awrong member, target
member will tell the caller to r e- do the operation.

If amember's partition is given to the new member, then the member will send al entries of that partition to the new
member (Migrating the entries). Eventually every member in the cluster will own almost same number of partitions, and
almost same number of entries. Also eventually every member will know the owner of each partition (and each key).

You can listen for migration events. M gr at i onEvent containstheparti ti onl d,ol dOaner , and newOaner
information.
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PartitionService partitionService = Hazel cast.getPartitionService();
partitionService.addM grati onLi stener(new M grationListener () {

public void migrationStarted(M grati onEvent m grati onEvent) {
System out. println(mgrati onEvent);

}

public void mgrationConpl eted(M grationEvent m grationEvent) {
System out. println(mgrati onEvent);
}
1)

Q. How about distributed set and list?

Both distributed set and list are implemented on top of distributed map. The underlying distributed map doesn't

hold value; it only knows the key. Items added to both list and set are treated as keys. Unlike distributed set,

since distributed list can have duplicate items, if an existing item is added again, copy Count of the entry

(com hazel cast . i mpl . Concurr ent MapManager . Recor d) isincremented. Also note that index based
methods of distributed list, such asLi st . get (i ndex) andLi st . i ndexOf ((oj ect ), are not supported because it
istoo costly to keep distributed indexes of list items so it is not worth implementing.

Check out thecom hazel cast . i npl . Concur r ent MapManager classfor theimplementation. Asyou will see,
the implementation is lock-free because Concur r ent MapManager isasingleton and processed by only one thread,

theSer vi ceThr ead.
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Chapter 17. Management Center

17.1. Introduction

Hazel cast Management Center enables you to monitor and manage your servers running hazel cast. With Management
Center, in addition to monitoring overall state of your clusters, you can also analyze and browse your data structuresin
details. Y ou can a so update map configurations and take thread dump from nodes. With its scripting module, you can run
scritps (JavaScript, Groovy etc.) on your servers. Version 2.0 is aweb based tool so you can deploy it into your internal
server and serve your users.

17.1.1. Installation
It isimportant to understand how it actually works. Basically you will deploy nancent er . war application into your
Javaweb server and then tell Hazel cast nodes to talk to that web application. That means, your Hazel cast nodes should
know the URL of mancent er application before they start.
Here are the steps:
» Download the latest Hazel cast zip from hazel cast.com [http://www.hazel cast.com/downl oads.jsp]

e Zipcontainsmancent er. war file. Deploy it to your web server (Tomcat, Jetty etc.) Let's say it isrunning
athttp: //1 ocal host : 8080/ mancent er.

 Start your web server and makesureht t p: // | ocal host : 8080/ mancent er isup.

» Configure your Hazelcast nodes by adding the URL of your web app to your hazel cast . xnl . Hazelcast nodes will
send their statesto this URL.

<managenent - cent er enabl ed="true">http://| ocal host: 8080/ mancent er </ managenent - cent er >

 Start your hazelcast cluster.

» Browsetohttp://1 ocal host: 8080/ mancent er andlogin. Initial login username/passwordsisadm n/
admi n

Management Center creates a directory with name "mancenter" under your "user/home" directory to save data files. You
can change the data directory setting "hazel cast. mancenter.home" system property.

17.1.2. User Administration

Default credentials are for the admin user. Inthe Adni ni st r at i on tab, Admin can add/remove/update users and
control user read/write permissions.

’ HAZELCAST

-~ # Home | ~* Scripting | @ Docs |[eqelnigittalulely]

¥ Add New User

2 admin
& john Username: tim

+ ADD NEW USER
Password:  |reeee

Password Retype: s
Is Admin:

Parmissions: Cluster Name Permissions

dev None @ Read Only Read/Write

88


http://www.hazelcast.com/downloads.jsp
http://www.hazelcast.com/downloads.jsp

Management Center

17.1.3. Tool Overview

The starter page of thetool isCl ust er Home. Here you can see cluster's main properties such as uptime, memory.
Also with pie chart, you can see the distribution of partitions over cluster members. Y ou can come back to this page,

by clicking the Hone icon on the top-right toolbar. On the left panel you see the Map/Queue/Topic instances in the
cluster. At the bottom-left corner, members of the cluster are listed. On top menu bar, you can change the current tab
toScri pti ng, Docs,userAdm ni strati on. Notethat Administration tab is viewable only for admin users. Also
Scri pti ng pageisdisabled for users with read-only credential.

# Home # Scripting O Docs 2 Administration
> map Version: Build:
* map2 Max Memory:  666.69 MB Free Memory:  33.47 MB
» q:qu 0 days, 1 hours, 12 minutes, 44

. ThuMar 01 10:40:05 EET
Start Time: 2012

UpTime: oo onds

Members & Partitions

~ Members (3)

2.168.2.3:5701
» 1- 192.168.2.3:5701 34%
> 2- 192.168.2.3:5702
* 3- 192.168.2.3:5703

17.2. Maps

Map instances are listed on the | eft panel. When you click on amap, anew tab for monitoring this map instance is opened
on the right. In this tab, you can monitor metrics also re-configure the map.

# Scripting || @ Docs | 2 Administration

Cluster Home %

84500 40
Size Throughput
84250 =
84000 2
83750 -
20

83500 .
83250 10
83000 L EI

11:57:20 11:57:30 11:57:40 11:57:50 11:58:00 11:57:20 11:57:30 11:57:40 11:57:50 11:58:00
Map Memory Data Table -
£ Members Entries Entry Memory Backups  Backup Memc Dirty Entries  Marked As Re Marked Rem. Locks
1 192168235701 28642 1TI3MB 28638 17T2MB 0 0 0KB 0
2 192168235702 27632 7.1 1B 27923 17288 0 0 0KB 0
3 192168235703 28002 1733UB | 27730 TABMB O 0 0KB 0
Map Throughput Data Table =
# emvers Total Gets Avg Getlat Puts AvgPutlal Removes  AvgRemove OtherOps. Evenis

192168235701 19 0 0 19 0 0 0 0 0
2 192168235702 0 0 0 0 0 0 0 0 0
3 192168235703 0 0 0 0 0 0 0 0 0

17.2.1. Monitoring Maps

In map page you can monitor instance metrics by 2 charts and 2 datatables. First data table "Memory Data Table"

gives the memory metrics distributed over members. "Throughput Data Table" gives information about the operations
performed on instance (get, put, remove) Each chart monitors a type data of the instance on cluster. Y ou can change the
type by clicking on chart. The possible ones are: Size, Throughput, Memory, Backup Size, Backup Memory, Hits, Locked
Entries, Puts, Gets, Removes...
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# Scripting | @ Docs | 2 Administration

52400000 50
Backup Mem Throughput
62200000
40
30
61800000
20
51600000
61400000 '-°|
51200000 L 0
12:06:00 12:06:10 12:06:20 12:06:30 12:06:40 12:06:00 12:06:10 12:06:20 12:06:30 12:06:40

(PR  Chart 1 Options x =
® el Throughput y +Re Marked Rem  Locks

1 5 Backup Mem. o .

2 182 o0K8 0

3 192 0K8 0

Map Throu 4 -
£ Members Total Gets AvgGetlat Puts AvgPutlai Removes  AvgRemove OfherOps.  Evenis

1 192168235701 7 0 ] T 0 ] 0 0 ]

2 192168235702 O 0 o 0 0 o 0 0 o

3 192168235703 0 0 0 0 0 0 0 0 0

17.2.2. Map Browser

Y ou can open "Map Browser" tool by clicking "Browse" button on map tab page. Using map browser, you can reach
map's entries by keys. Besides its value, extrainformations such as entry's cost, expiration time is provided.

Cluster Home * |EEUELFEERY

1800 120
Size | Throughput

1600 | 100
1400

Key: [17 sting  [+]
1200

value: java Class:  java.lang.String

100¢C Cost: 0.33KB Creation Time: ~ Mon Mar 05 15:57:37 EET 2012

Expiration Time: Sun Aug 17 09:12:55 EET 292278994 Hits: 0
sac Access Time:  Thu Jan 01 02:00:00 EET 1970 Update Time:  Thu Jan 01 02:00:00 EET 1970

Version: 0 Valid:  true
May -
i P

# 14embers Entries Entry Memory Backups  Backup Memc Dirty Entries  Marked As R¢ Marked Rem. Locks
1 1921682.3:5701 777 20692KB | 779 2776TKB 0 o 0KB 0
2 192.16823:5702 837 20334KB 821 20259KB 0 0 0KB 0
3 192.166.2.3:5703 40 1426KB | 44 1568K8 0 0 0KB 0

[images/mapbrowse.jpg]
17.2.3. Map Configuration

Y ou can open "Map Configuration” tool by clicking "Config" button on map tab page. This button is disabled for users
with Read-Only permission. Using map config tool you can adjust map's setting. Y ou can change backup count, max size,
max idle(seconds), eviction policy, cache value, read backup data, backup count of the map.

Cluster Home %

113700 30

Size Throughput
113600 25
113400

Name: cma Backup Count: 1
113300 i B E

Tinan Max Size: 2147483641 TTL (seconds): 0
Lsi0n Max Idle(seconds): |0 Eviction Percentage (%): 25 [+]
LETEEY 2R Eviction Policy:  [NONE  [+] Cache Value:  [true [~] @
T T T Read Backup Data:  [false [+ Backup Count: |1 [=] —
T Configuration has been successfully updated.
1 192.166.2.3:5701
2 192.168.2.3:5702 >
3 192.168.2.3:5703 | 37800 23418 37320 231 MB o (] 0KB 0

17.3. Queues

Queues is the second data structure that you can monitor in management center. Y ou can activate the Queue Tab by
clicking the instance name listed on the |eft panel under queues part. The queue page consists of the charts monitoring
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data about the queue. Y ou can change the data to be monitored by clicking on the chart. Available options are Size, Palls,
Offers.

Cluster Home X | map X EEGTEEES

131500 5
Size Offers
50
131250
131000 40
35
130750
30
130500 25
20
130250
Chart 1 Options »®

12:34:20 12:34:30 12:34:40 i50 12:35:00

17.4. Topics

Y ou can monitor your topics metrics by clicking the topic name listed on the left panel under topics part. There are two
charts which reflects live data, and a datatabl e lists the live data distributed among members.

Cluster Home % | map X | qu X |EEEIETIaNES

3500 6500

Publishes Receives
6000
3000 5500
5000
2500
4500
4000
2000
3500
1500 S0
2500
1000 2000
12:41:50  12:42:00 12:42:10 12:42:20 12:42:30 12:41:50  12:42:00 12:42:10 12:42:20 12:42:30
Topic Stats Data Table -
Members Publishes  Receives
192.168.2.3:5701 2003 4186
192168235702 0 0
192168235703 0 0

17.5. Members

The current members in the cluster are listed on the bottom side of the left panel. Y ou can monitor each member on tab
page displayed by clicking on member items.

Cluster Home % | map % | qu % || default » ESCERGEI-NcH-FINNE]

 Thread Dump

[ULGLUEN Properties | Configuration | Partitions

Number of Processors: 4
Start Time:  Thu Mar 01 10:40:05 EET 2012
Up Time: 0 days, 2 hours, 8 minutes, 18 seconds
Maximum Memory:  696.19 MB
Total Memory:  696.15 M8
Free Memory: 102.34 MB
Used Heap Memory:  593.84 MB
Max Heap Memory:  696.19 M8
Used Non-Heap Memory: 18.96 MB
Max Non-Heap Memory: 130 MB
Total Loaded Classes: 2246
Current Loaded Classes: 2183
Total Unloaded Classes: 63
Total Thread Count: 160
Active Thread Count: 59
Peak Thread Count: 66
Daemon Thread Count: 5
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17.5.1. Monitoring
In members page there are 4 inner tab pages to monitor meber's state and properties. Runtime: Runtime properties about

memory, threads are given. This data updates dynamically. Properties. System properties are displayed. Configuration:
Configuration xml initially set can be viewed here. Partitions: The partitions belongs to this member are listed.

£ Thread Dump

Runtime Properties Configuration Partitions

<hazelcast>
<group>
<name>dev</name>
<password>dev-pass</password>
</group>
<network>
<port auto-increment="trus">5701</port>
<join>
<multicast enabled="true">
<multicast-group>224.2.2.3</multicast-group>
<multicast-port>54327</multicast-port>
<multicast-timeout-seconds>2</multicast-timeont-seconds>
</multicast>
<tcp-ip enabled="false">
<interface>127.0.0.1</interface>
</tep-ip>

<aws enabled="true">
< key>my key</ key>
< t-key>my et-key</ t-key>
<regionzus-wesc-1</region>
<securi ty-group- >nazel g</securi ty-group- >

<tag-key>type</tag-key>
<tag-value>hz-nodes</tag-valuoe>
</aws>
</join>
<interfaces enabled="false">
<interface>10.10.1.#</interface>
</interfaces>
<symmetric-encryption enabled="false">
<algorithm>PBEW thMDSARdDES</algori thm>
<salt>thesalt</salt>
<password>thepass</password>
<iteration-count>13</iteration-count>

e G AR R

17.5.2. Operations

Besides monitoring you can perform certain actions on members. Y ou can take thread dump of the member and you can
perform garbage collection on the selected member.

# Home Thread Dump ®
- ARV COnCaTen UeuesT T 3
Cluster Home at java util concurrent Queue Queue java:874)

at java.util.concurrent ThreadF -gefTask(ThreadF java:945)
uni

atjava.util.concurrent Tl (Tl java:907)
at java lang Thread run(Thread java:662) ‘ AL e
funtime | | _itance_3_dec 4 Stte Sener 10=378 TIED_WATIS -

at java.lang.Thread.sleep(Native Method)

Number at
com hazelcastimpl

ejava:324)

Maxi 1y pzinstance_3_dev.MC.TaskPoller 1d=377 TIMED_WATING
at java.lang Thread sleep(Native Method)
at
used com hazelcastimpl. TaskPoller. J
ava:399)
Max

Used Non-  |'n;_tainstance_3_dev.MC UDP Listener d=274 RUNNABLE (in native)

Max Non- atjava.net PlainDatagramSocketimpl receive0(Native Method)
Total L¢ - locked java nel PlainDatagramSocketimpl @4e9f7c0
Curront 14 atjava.net PlainD: java:136)
rotat ol - locked java.net PlainDatagramSocketimpl @42 9fi7c0
at java.net DatagramSocket receive(DatagramSocket java 725)
Total - locked java.net DatagramPacket@6791525¢8
Active - locked java net DatagramSocket@75b6ce70
Peak at
Daemon | com.hazelcastimpl UDPListener.
e java:425)

*hz_hzinstance_3_dev.MC.TCP Listener Id=276 RUNNABLE (in native)
at java.net PlainSocketimpl socketAcoept(Native Method)
atjavanet java:390)
- locked java.net.SocksSocketimpl@34ans770 2

17.6. Alerting System

With alerting system, you can create custom alerts about health of your clusters, members and data types. According to
your selection, you can choose to receive email when an alert occurs and store datain disk.

* Incluster derts, you can check if there is a deadlock in the system or there is a problem about partition, migration and
member connections.
* In member alerts, you can check free memory left, total used heap memory and thread counts.

In data type alerts, you can check information about your hazel cast data types like map,queue, multimap and executor.
Some options of datatypes areillustrated below.
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Create New Filter

p—T - |

The names of the maps that you want to check

Al
@ customers
 products

NEW ALERT!

Running on which members ?

Al
#192.168.2.6:5701

customers on 192.168.2.6:5701 : Number of entries (10000) are greater than 10
customers on 192.168.2.6:5701 : Entry Memory (3.26 MB) i larger than 1024 KB

~ Data Type Settings

You will be alerted, when :

sotrus BlEmE—. - |
cwmnEm o 8 [x)

~ Alert Check Frequency

o +) hour (1 ) min

~ Alert Actions

Filter Name: [myMapFilter

Qand Email T

17.7. System Logs

System logs part helps you track internal operations and detect problems. To see system logs first you should set aLog
level other than "None". In left menu there are inputs by which you can filter the displayed logs dynamically. Also you
can Export your logs and send the file to Hazel cast support team, so they can analyze and help you solving your problem.

02/05/2012 09:07:38:608 141 127.0.0.1:5702
Message:
fpacksq o 09:07:33:608 141 127.00.1
02/05/2012 03.07:38:607 | 140 127.0.0.1:5701
Call Id:
012 09.07:38:697 140 127.0.0.1:5701
139 127.0.0.1:5703
Members. 020572012 090 139 127.0.0.1:5701

¥ 127.00.1:5701 0205/2012 09.07:38562 | 130

¥ 127.00.1:5702 020572012 (9.0T:38:562 139

¥ 127.00.0:6708 o 12 09.07:33:562 | 139

02/05/2012 09.07:38:561 137

Log Type: 020572012 09.07-:38 561 = 137
+ wooE 02006/2012 09:07:38°560 | 137 127.00.1:5702
v om 02005/2012 090734560 | 137 127.00.1:5702
: :::::;:“ 02052012 09°07:38262 | 641 127.00.1:5701
& il 02I0S/2012 09:07:38:262 | 841 127.00.1:5701
841 127.00.1:5700
B4l 127.0.0.1:5703
0 127.0.0.1.5701

Trace

17.8. Scripting

Type
cALL
CALL
CALL
CALL
cALL
caLL
cALL
caLL
caLL
cALL
caLL
CALL
cALL
cALL
cALL
cALL
cALL
caLL

cALL

Message
Enqueue Packet (EXECUTE}

Processing packet

Enqueve Packet EXECUTE}

Processing packet

Processing packet

Enqueue Packet {CONCURRENT MAP_BACKUP_PUT}
Processing packet

class com hazelcast. impl CencuentMapManagerSBackupPack etProc essor
Enquoue Packel (RESPONSE]

Enqueue Packet (RESPONSE]

Processing packet

Engueue Packet {CONCURRENT_MAP_PUT)

Processing packet

Enqueue Packet {RESPONSE]

Processing packst

Enqueue Packet (EXECUTE}

Processing packet

Enqueue Packel {CONCURRENT_MAR_BACKUR_REMOVE)

Processing packet

In scripting part, you can execute your own code on your cluster. In the left part you can select members, on which the
code will be executed. Also you can select over scripting languages: Javascript, Groovy, JRuby, BeanShell. This part is
only enabled for users with read/write permissions for current cluster.

~ Select Members Secript:

¥/192.168.2.3:5701 function echo()

var name = hazelcast.getName();

¥1192.168.2.3:5702
return name + ' => '
¥11932.168.2.3:5703 }

~ Script Language

© Javascript

‘EC.‘AUU;

Groovy
IRuby
BeanShell

Result:

+ node;

var node = hazelcast.getCluster () .getLocalMembez();
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17.9. Time Travel

17.10.

Time Travel mode is activated by clicking clock icon on top right toolbar. In time travel mode, the time is paused and the
full state of the cluster is displayed according the time selected on time slider. Y ou can change time either by Prev/Next
buttons or dliding the dlider. Also you can change the day by clicking calendar icon. Management center stores the states

inyou local disk, while your web server isalive. So if you dlide to atime when you do not have data, the reports will be
seen as empty.

0000

09:00

IB 05/03/2012 10:03:10 [] o

21:00 2400

Cluster Home * |EEuEEEEY

27500 | 35

03100 06:00 1200 15:00 18:00

Throughput
27250

27000
26750
26500

25250 L=

26000
10:02:20 10:02:30 10:02:40 10:02:50 10:03:00 10:03:10

10:02:20 10:02:30 10:02:40 10:02:50 10:03:00 10:03:10

Console

The console tool enables you execute commands on the cluster. Y ou can read or write on instances but first you should set
namespace. For example if you have a map with name "mapCustomers’. To get a customer with key "Jack" you should

first set the namespace with command "ns mapCustomers'. Then you can take the object by "m.get Jack" Hereisthe
command list:
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-- Ceneral conmands
echo true|false
silent true|false
#<nunber > <commuand>
&<nunber > <conmmand>

//turns on/off echo of commands (default false)

//turns on/off silent of command output (default false)

//repeats <nunber> tinme <command>, replace $i in <command> with current
//forks <nunber> threads to execute <command>, replace $t in <comuand>

When using #x or &, is is advised to use silent true as well.
When using & with mputmany and m renovenmany, each thread will get a different share of keys unless a

jvm

who

whoam

ns <string>

@file>

-- Queue conmands

q.of fer <string>

q. pol

q. of f ermany <nunber > [ <si ze>]
g. pol | many <nunber >
g.iterator [renove]

q. si ze

g.cl ear

-- Set commands

s.add <string>
s.renove <string>

s. addmany <nunber >

s. renovenmany <nunber >
s.iterator [renove]
s.size

s. cl ear

-- Lock conmands

| ock <key>

tryLock <key>
tryLock <key> <tinme>
unl ock <key>

-- Map conmmands

m put <key> <val ue>
m renove <key>

m get <key>

m put many <nunber> [<size>] [<index>]//puts indicated nunber of entries to the map ('key<i>':byte[<size>],
m r enpvenmany <nunber > [ <i ndex>]

//displays info about the runtine

/1 displays info about the cluster

//di splays info about this cluster nmenber

//switch the namespace for using the distributed queue/ map/set/list <st
|/ executes the given <file> script. Use '//' for comments in the script

//adds a string object to the queue

//takes an object fromthe queue

// adds indi cated nunber of string objects to the queue ('obj<i>" or byt
//takes indicated nunber of objects fromthe queue

/literates the queue, renove if specified

//size of the queue

//clears the queue

//adds a string object to the set

//removes the string object fromthe set

// adds indi cated nunber of string objects to the set ('obj<i>")
//takes indicated nunber of objects fromthe set

/literates the set, renpbves if specified

//size of the set

//clears the set

|/ same as Hazel cast. get Lock(key). | ock()

|/ same as Hazel cast. get Lock(key).tryLock()
//same as trylLock <key> with tinmeout in seconds
|/ same as Hazel cast. get Lock(key). unl ock()

//puts an entry to the map

//removes the entry of given key fromthe map

//returns the value of given key fromthe map

<
//removes indicated nunber of entries fromthe map ('key<i>', <index>+(

When using & with mputmany and m renovenmany, each thread will get a different share of keys unless a

m keys

m val ues

mentries
miterator [renopve]
m si ze

m cl ear

m destr oy

m | ock <key>
mtryLock <key>
mtryLock <key> <tinme>
m unl ock <key>

-- List comands
| .add <string>

| .add <i ndex> <string>

| .contains <string>

| . renpve <string>

| . renpbve <i ndex>

| .set <index> <string>
|.iterator [renove]

|.size

I.clear

-- Atom cNunber conmands

a. get

a.set <long>

a.inc

a. dec

-- Executor Service comands
execut e <echo-i nput >

execut eOnKey <echo-i nput > <key>

/literates the keys of the nmap

/literates the values of the map

/literates the entries of the map

/literates the keys of the map, renpve if specified
//size of the map

//clears the map

/| destroys the map

/11 ocks the key

//tries to lock the key and returns i medi ately
//tries to lock the key wi thin given seconds
//unl ocks the key

|/ executes an echo task on random nmenber
|/ executes an echo task on the nenber that owns the given key

execut eOnMenber <echo-i nput > <key> //executes an echo task on the nenber with given index

execut eOnMenber s <echo-i nput >

|/ executes an echo task on all of the nenbers
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Version:
Max Memory:
Start Time:

Build:
666.69 MB Free Memory: 27.73 MB
Mon Mar 05 09:19:46 EET 2012 Up Time: 0 days, 1 hours, 16 minutes, 57 seconds

= Type help for command list> ns map2
= Current Namespace:map2

map2> m.put name talip

map2= null

map2> m.get name

map2> talip
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Chapter 18. Miscellaneous

18.1. Common Gotchas

Hazelcast is the distributed implementation of several structures that exist in Java. Most of the time it behaves asyou
expect. However there are some design choices in Hazel cast that violate some contracts. This page will list those
violations.

1. equals() and hashCode() methods for the objects stored in Hazelcast

When you store a key, value in a distributed Map, Hazel cast serializes the key and value and stores the byte array
version of them in local ConcurrentHashMaps. And this ConcurrentHashM ap uses the equal's and hashCode methods
of byte array version of your key. So it does not take into account the actual equals and hashCode implementations of
your objects. So it isimportant that you choose your keysin a proper way. |mplementing the equals and hashCode is
not enough, it is also important that the object is always serialized into the same byte array. All primitive types, like;
String, Long, Integer and etc. are good candidates for keys to use in Hazelcast. An unsorted Set is an example of avery
bad candidate because Java Serialization may serialize the same unsorted set in two different byte arrays.

Note that the distributed Set and List storesits entries as the keysin a distributed Map. So the notes above apply to the
objectsyou storein Set and List.

2. Hazelcast always return a clone copy of avalue. Modifying the returned value does not change the actual value in the
map (or multimap or list or set). Y ou should put modified value back to make changes visible to all nodes.

V val ue = map. get (key);
val ue. updat eSonePr operty();
map. put (key, val ue);

If cache- val ue istrue (default istrue), Hazel cast caches that returned value for fast accessin local node.

M odifications done to this cached value without putting it back to map will be visible to only local node, successive
get calswill return the same cached value. To reflect modifications to distributed map, you should put modified
value back into map.

3. Collections which return values of methods such as| Map. keySet , | Map. val ues, | Map. entrySet,
Mul ti Map. get,Mul ti Map. renove, | Map. keySet , | Map. val ues, contain cloned values. These collections
are NOT backup by related Hazel cast objects. So changesto the these are NOT reflected in the originals, and vice-
versa,

4. Most of the Hazelcast operations throw an Runt i mel nt er r upt edExcept i on (which isunchecked
version of | nt er r upt edExcept i on) if auser thread is interrupted while waiting a response. Hazel cast uses
Runtimel nterruptedException to pass InterruptedException up through interfaces that don't have InterruptedException
in their signatures. Users should be able to catch and handle Runt i el nt er r upt edExcept i on in such cases as if
their threads are interrupted on a blocking operation.

5. Some of Hazelcast operations can throw Concur r ent Modi fi cat i onExcept i on under transaction
while trying to acquire aresource, although operation signatures don't define such an exception. Exception
isthrown if resource can not be acquired in a specific time. Users should be able to catch and handle
Concurrent Modi fi cati onExcepti on whilethey are using Hazelcast transactions.

18.2. Testing Cluster

Hazelcast allows you to create more than one member on the same JVM. Each member is called Hazel cast | nst ance
and each will have its own configuration, socket and threads, so you can treat them as totally separate members. This
enables usto write and run cluster unit tests on single JVM. Asyou can use this feature for creating separate members
different applications running on the same JVM (imagine running multiple webapps on the same JVM), you can also use
this feature for testing Hazelcast cluster.

Let's say you want to test if two members have the same size of a map.
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@est
public void test TwoMenber MapSi zes() {
/1 start the first nenber
Hazel cast | nstance hl = Hazel cast. newHazel cast| nstance(null);
/1 get the map and put 1000 entries
Map mapl = hl.get Map("testmap");
for (int i =0; i < 1000; i++) {
mapl. put (i, "value" + i);
}
/'l check the map size
assert Equal s(1000, mapl.size());
/] start the second nenber
Hazel cast | nstance h2 = Hazel cast. newHazel cast| nstance(null);
/1l get the sane map fromthe second nenber
Map map2 = h2.get Map("testmap");
/'l check the size of map2
assert Equal s(1000, map2.size());
/'l check the size of mapl again
assert Equal s(1000, mapl.size());

In the test above, everything happened in the same thread. When devel oping multi-threaded test, coordination of

the thread executions has to be carefully handled. Usage of Count DownLat ch for thread coordination is highly
recommended. Y ou can certainly use other things. Here is an example where we need to listen for messages and make
sure that we got these messages:

@rest
public void testTopic() {
/] start two nmenber cluster
Hazel cast | nstance hl = Hazel cast.newHazel cast | nstance(null);
Hazel cast | nstance h2 = Hazel cast. newHazel cast | nstance(nul|);
String topi cNanme = "Test Messages”;
/1l get a topic fromthe first nmenber and add a nessageli st ener
| Topi c<String> topicl = hl. get Topi c(topi cNane);
final Count DownLatch |atchl = new Count DownLat ch(1);
t opi c1. addMessageli st ener (new Messageli stener() {
public void onMessage(Obj ect nsg) {
assert Equal s(" Test1", msgQ);
| at chl. count Down();

}
1)
/1 get a topic fromthe second nenber and add a nessageli st ener
| Topi c<String> topic2 = h2. get Topi c(topi cNane);
final Count DownLatch | atch2 = new Count DownLat ch(2);
t opi c2. addMessageli st ener (new Messageli stener() {
public void onMessage(Obj ect nsg) {
assert Equal s(" Test1", msQ);
| at ch2. count Down( ) ;

}
1)
/'l publish the first nmessage, both should receive this
topi cl. publish("Test1");
/] shutdown the first nenber
h1. shut down();
/'l publish the second nessage, second nenber's topic should receive this
topi c2. publish("Test1");
try {
/| assert that the first nenber's topic got the nessage
assert True(l atchl. awai t (5, Ti meUnit. SECONDS));
/| assert that the second nenbers' topic got two nessages
assert True(l atch2. awai t (5, Ti meUnit. SECONDS));
} catch (InterruptedException ignored) {

}

Y ou can surely start Hazel cast members with different configuration. Let's say we want to test if Hazelcast Li t eMenber
can shutdown fine.
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@est (ti meout = 60000)
public void shutdownlLiteMenber() {
/1 first config for normal cluster nenber
Config c¢1 = new Xm ConfigBuilder().build();
cl. set Port Aut ol ncr enent (f al se);
cl.setPort(5709);
/'l second config for LiteMenber
Config ¢2 = new Xm ConfigBuilder().build();
c2. set Port Aut ol ncr enent (f al se);
c2.setPort (5710);
/'l make sure to set LiteMenber=true
c2.setLiteMenber(true);
/] start the normal nenber with cl
Hazel cast | nstance hNornmal = Hazel cast.newHazel cast | nstance(cl);
/] start the LiteMenber with different configuration c2
Hazel cast | nstance hLite = Hazel cast. newHazel cast | nst ance(c2);
hNor mal . get Map(“defaul t").put("1", "first");
assert hLite.get Map(“"defaul t").get("1").equal s("first");
hNor mal . shut down() ;
hLi t e. shut down() ;
}

Also remember to call Hazel cast . shut downAl | () after each test case to make sure that there is no other running

member left from the previous tests.

@\fter

public void cleanup() throws Exception {
Hazel cast. shut downAl | () ;

}

Need moreinfo? Check out existing tests. [https://github.com/hazel cast/hazel cast/bl ob/master/hazel cast/src/test/javal

com/hazel cast/impl/Cluster Test.java)

18.3. Planned Features

Random order of planned features.

* Native C++ Client

» Ready-to-go Hazel cast Cache Server Image for Amazon EC2
e Symmetric Encryption and SSL support for Java Client
 Continuous query (events based on given criteria)

» Didtributedj ava. uti | . concurrent. Del ayQueue implementation.
* Cluster-wide receive ordering for topics.

* Distributed Tree implementation.

* Distributed Tuple implementation.

 Call interceptors for modifying the request or the response.

* Built-in file based storage.

History of existing featuresis available atRelease Notes.

18.4. Release Notes

Please see, Todo page for planned features.

2.6
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Miscellaneous

* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?mil estone=20& state=cl osed)]
470, 472, 477, 484, 487, 438
251
* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?mil estone=18& state=cl osed]
187, 310, 395, 408, 409, 410, 411, 418, 427, 428, 430, 447, 448, 449, 452, 454, 455, 456, 457, 462, 466, 467
25
» New Feature: Java Client has now 'near-cache' support. See Near Cache on Java Client for additional details.

» New Feature: Management Center alert system, receive aerts based on custom filters. See Management Center
Alerting System for additional details.

» Management Center has now better support for Hazelcast cluster running in OSGI environment.
* Nodes can be easily shutdown or restarted using Management Center interface.
* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?milestone=17& state=cl osed]
377, 386, 389, 392, 394
241

» Added Hibernate 2nd level cache local/invaidation mode. See
com hazel cast . hi ber nat e. Hazel cast Local CacheRegi onFactory.

» Added quick clear feature for maps.
* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?mil estone=15& state=cl osed]
304, 308, 312, 315, 321, 322, 323, 328, 331, 333, 334, 337, 338, 339, 347, 349, 351, 353, 354, 356, 359, 368
24
* Client threads is no longer fixed size, now on it is going to use internal Hazel cast cached thread pool.
» Added ability to restrict outbound ports that Hazel cast uses to connect other nodes. See OutboundPorts documentation.
* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?milestone=15& state=cl osed)]
168, 251, 260, 262, 267, 268, 269, 270, 274, 275, 276, 277, 279, 282, 284, 288, 290, 292, 301
231
* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?mil estone=13& state=cl osed)]
256, 258
e Changed hazel cast.partition.mgration.interval vauefrom1toO.
* | Lock. newCondi ti on() now throwsUnsupport edQper at i onExcepti on.
23
e Changed hazel cast. nax. operati on. ti meout unit from secondsto milliseconds.

* Added hazel cast. max. concurrent.operation.|imt parameter to be ableto limit number of concurrent
operations can be submitted to Hazelcast.

* Added hazel cast . backup. r edo. enabl ed parameter to enable/disable redo for backup operations.
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Miscellaneous

Added MultiMap and Distributed Executor Service statistics to Management Center [http://hazel cast.com/
mancenter.jsp] application.

M gr ati onLi st ener hasnow an additional method to receive failed migration events; voi d
m grationFail ed(M grati onEvent m grati onEvent).

| t enEvent hasnow an additional method returning Merrber firing that event; publ i ¢ Menber get Menber ().

Improved out of memory (OOM) error detection and handling. Now it is possible to register custom hook when
Qut OF Menor yEr r or isthrown. See Hazel cast . set Qut Of Menor yHandl er ( Qut Of Menor yHandl er)
and Qut OF Menor yHandl er javadocs for additional details.

Fixed some issues related to domain name handling and networking/join.

During cluster merge after a network split-brain, merging side will now fire MERG NG and MERCED before and after
RESTARTI NGand RESTARTED LI f ecycl eEvent s.

Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?milestone=12& state=cl osed]

167, 182, 188, 209, 217, 218, 220, 222, 223, 225, 226, 227, 228, 229, 230, 233, 234, 235, 237, 241, 243, 244, 247, 250

22

Improved redo logs and added max call/operation timeout. See configuration properties
hazel cast. max. operation.ti neout andhazel cast. redo. gi veup. t hreshol d

Improved domain name handling; Hazel cast will use defined addresses/domain-namesin TCP-IP Config as they are,
without resolving an | P address.

Added Cluster Health Check to Management Center [http://hazel cast.com/mancenter.jsp] application.
Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?milestone=5& state=cl osed)]

39, 93, 152, 153, 163, 164, 169

213

Fixed join and split brain issues. Improved domain name handling.

Fixed host aware partition group when all members are lite but one.

Fixed jmx management service dead-lock issue.

Fixed IMap replace-if-same and and remove-if-same concurrency issues.

Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?milestone=7& state=cl osed]

176, 177, 179, 181, 183, 185, 186, 189, 195, 196, 198

212

Fixed interruption handling to avoid dead-locks and inconsistency. See configuration property
hazel cast.force.throw. i nterrupted. exception inConfigurationProperties page.

Replaced ExecutorService used by migration process with a custom one.
Fixed ExecutorService amemory leak during executor thread termination.
Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?milestone=6& state=cl osed)]

161, 174

211

101


http://hazelcast.com/mancenter.jsp
http://hazelcast.com/mancenter.jsp
http://hazelcast.com/mancenter.jsp
https://github.com/hazelcast/hazelcast/issues?milestone=12&state=closed
https://github.com/hazelcast/hazelcast/issues?milestone=12&state=closed
http://hazelcast.com/mancenter.jsp
http://hazelcast.com/mancenter.jsp
https://github.com/hazelcast/hazelcast/issues?milestone=5&state=closed
https://github.com/hazelcast/hazelcast/issues?milestone=5&state=closed
https://github.com/hazelcast/hazelcast/issues?milestone=7&state=closed
https://github.com/hazelcast/hazelcast/issues?milestone=7&state=closed
https://github.com/hazelcast/hazelcast/issues?milestone=6&state=closed
https://github.com/hazelcast/hazelcast/issues?milestone=6&state=closed

Miscellaneous

* Fixed issues: [https://github.com/hazel cast/hazel cast/i ssues?mil estone=4& state=cl osed)]
73, 142, 146, 148, 149, 153, 158, 162, 163, 164

* Fixed issues from 2.0.4 branch: [https://github.com/hazel cast/hazel cast/i ssues?mil estone=3& state=cl osed]
96, 98, 131, 132, 135, 140, 166

21

 |Pv6 Support: Hazelcast now supports | Pv6 addresses seamlesdly.

» Async backup support.

 Spring Cache support: Hazelcast can be used as Spring Cache [http://static.springsource.org/spring/docs/3.1.x/spring-
framework-reference/html/cache.html] provider.

 Spring Dependency Injection support: Hazel cast can apply bean properties or to apply factory callbacks
such as Appl i cat i onCont ext Awar e, BeanNameAwar e or to apply bean post-processing such as
InitializingBean, @ost Construct likeannotationswhile using Hazelcast distributed Execut or Ser vi ce
or Di stri but edTasksor more generally any Hazel cast managed object.

* Persistence support with Spring-Data MongoDB and JPA integration.
e Menber. get Uui d() will return UUID for node.
» Improved session clustering configuration.
» Fixed issues:
« Google Code [http://code.google.com/p/hazel cast/issues/list]
809, 811, 816, 818
 Github [https://github.com/hazel cast/hazel cast/issues)

6, 7,92, 98, 99, 101, 102, 103, 104, 108, 109, 110, 114, 116, 117, 118, 119, 120, 126, 127, 128, 130, 131, 132, 134,
135

20

« New Elastic Memory(Eneprise Edition Only). gy qefait, Hazelcast stores your distributed data (map entries, queue items)
into Java heap which is subject to garbage collection. Asyour heap gets bigger, garbage collection might cause your
application to pause tens of seconds, badly effecting your application performance and response times. Elastic Memory
is Hazel cast with off-heap memory storage to avoid GC pauses. Even if you have terabytes of cache in-memory with
lots of updates, GC will have almost no effect; resulting in more predictable latency and throughput.

« Security Framework(EnterPriseEdition Only). 7o cagt Security is JAAS based pluggable security framework which can
be used to authenticate both cluster members and clients and do access control checks on client operations. With the
security framework, take control of who can be part of the cluster or connect as client and which operations are allowed
or not.

« Native C# ClientEnerpriseEdition Only). 3, |jke our Native Java Client, it supports all map, multimap, queue, topic
operations including listeners and queries.

« Distributed Backups. Data owned by a member will be evenly backed up by al the other members. In other word,
every member takes equal responsibility to backup every other node. This leads to better memory usage and less
influence in the cluster when you add/remove nodes. The new backup system makes it possible to form backup-groups
so that you can have backups and ownersfall into different groups.

» Parallel 10: Number of socket selector threads can be configured. Y ou can have more 10 threads, if you have good
number of CPU/cores and high-throughput network.
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Miscellaneous

Connection Management: Hazelcast 2.0 is more tolerant to connection failures. On connection failure it triesto repair it
before declaring the member as dead. So now it is ok to have short socket disconnections... No problem if your virtual
server migrates to anew host.

Listeners such as migration, membership and map indexes can be added with configuration.

New Event Objects: Event Listeners for Queue/List/Set/Topic were delivering the item itself on event methods. That’s
why the items had to be deserialized by Hazel cast Threads before invoking the listeners. Sometimes this was causing
class loader problemstoo. With 2.0, we have introduced new event containers for Queue/List/Set and Topic just like
Map has EntryEvent. The new listeners now receive ItemEvent and Message objects respectively. The actual items are
deserialized only if you call the appropriate get method on the event objects. Thisis where we brake the compatibility
with the older versions of Hazelcast.

ClientConfig API: We had too many of factory methods to instantiate a Hazel castClient. Now all we need
isHazel cast d i ent. newHazel castdient (dientConfig).

SSL communication support among cluster nodes.
Distributed MultiMap value collection can be either List or Set.
SuperClient is renamed to LiteMember to avoid confusion. Be careful! It is a member, not aclient.

New | Map. set (key, value, ttl, TineUnit) implementation, whichisoptimized put (key, val ue)
operation as set doesn't return the old value.

Hazel cast | nst ance. get Li fecycl eServi ce(). kil l () will forcefully kill the node. Useful for testing.
f or ceUnl ock, to unlock the locked entry from any node and any thread regardless of the owner.

Enum type query support.. new Sql Predi cate (“level = Level.WARNI NG') for example

Fixed issues: 430, 459, 471, 567, 574, 582, 629, 632, 646, 666, 686, 669, 690, 692, 693, 695, 698, 705, 708, 710, 711,

712,713, 714, 715, 719 , 721, 722, 724, 727, 728, 729, 730, 731, 732, 733, 735, 738, 739, 740, 741, 742, 747, 751, 752,
754, 756, 758, 759, 760, 761, 765, 767, 770, 773, 779, 781, 782, 783, 787, 790, 795, 796
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New WAN Replication (synchronization of separate active clusters)
New Data Affinity (co-location of related entries) feature.
New EC2 Auto Discovery for your Hazel cast cluster running on Amazon EC2 platform.

New Distributed CountDownL atch implementation. [http://www.hazel cast.com/docs/1.9.4/javadoc/com/hazel cast/
core/ICountDownL atch.html]

New Distributed Semaphore implementation. [http://www.hazel cast.com/docs/1.9.4/javadoc/com/hazel cast/core/
| Semaphore.html]

Improvement: Distribution contains HTML and PDF documentation besides Javadoc.

Improvement: Better TCP/IP and multicast join support. Handling more edge cases like multiple nodes starting at the
sametime.

Improvement: Memcache protocol: Better integration between Java and Memcache clients. Put from memcache, get
from Java client.

Monitoring Tool isremoved from the project.

200+ commits 25+ bug fixes and several other enhancements.
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Miscellaneous

» Re-implementation of distributed queue.
¢ Configurable backup-count and synchronous backup.
* Persistence support based on backing MapStore
* Auto-recovery from backing MapStore on startup.
» Re-implementation of distributed list supporting index based operations.
* New distributed semaphore implementation.
* Optimized | Map. put Al | for much faster bulk writes.
* New | Map. get Al | for bulk readswhichiscaling MapLoader . | oadAl | if necessary.
 New | Map. tryLockAndGet and| Map. put AndUnl ock API
* New | Map. put Tr ansi ent API for storing only in-memory.
* New | Map. addLocal EntryLi st ener () forlistening locally owned entry events.
* New | Map. fl ush() for flushing the dirty entriesinto MapStore.
 New MapLoader . get Al | Keys API for auto-pre-popul ating the map when cluster starts.
» Support for min. initial cluster size to enable equally partitioned start.
» Graceful shutdown.
* Faster dead-member detection.
19
» Memcache interface support. Memcache clients written in any language can access Hazelcast cluster.
» RESTful access support. htt p: / / <i p>: 5701/ hazel cast/rest/ maps/ nymap/ keyl
 Split-brain (network partitioning) handling
» New LifecycleService API to restart, pause Hazelcast instances and listen for the lifecycle events.
» New asynchronous put and get support for IMap vialMap.asyncPut() and IMap.asyncGet()
* New AtomicNumber API; distributed implementation of java.util.concurrent.atomic.AtomicLong
* So many bug fixes.
184
« Significant performance gain for multi-core servers. Higher CPU utilization and lower latency.
» Reduced the cost of map entries by 50%.
* Better thread management. No moreidle threads.
* Queue Statistics API and the queue statistics panel on the Monitoring Tool.
e Monitoring Tool enhancements. More responsive and robust.
« Distribution contains hazel cast-all-<version>.jar to simplify jar dependency.

* So many bug fixes.
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Miscellaneous

1.8.3

Bug fixes

Sorted index optimization for map queries.

182

A major bug fix

Minor optimizations

181

Hazelcast Cluster Monitoring Tool (see the hazel cast-monitor-1.8.1.war in the distro)
New Partition API. Partition and key owner, migration listeners.

New IMap.lockMap() API.

New Multicast+TCP/IP join feature. Try multicast first, if not found, try tcp/ip.

New Hazel cast.getExecutor Service(name) API. Have separate named ExecutorServices. Do not let your big tasks
blocking your small ones.

New Logging API. Build your own logging. or ssmply use Log4j or get logs as LogEvents.
New MapStatistics API. Get statistics for your Map operations and entries.

Hazel castClient automatically updates the member list. no need to pass all members.
Ability to start the cluster members evenly partitioned. so no migration.

So many bug fixes and enhancements.

There are some minor Config API change. Just make sure to re-compile.

18

Java clients for accessing the cluster remotely. (C# is next)
Distributed Query for maps. Both Criteria APl and SQL support.
Near cache for distributed maps.

TTL (time-to-live) for each individual map entry.
IMap.put(key,value, ttl, timeunit)

IMap.putlfAbsent(key,value, ttl, timeunit)

Many bug fixes.

171

Multiple Hazel cast members on the same JVM. New Hazel cast | nst ance API.
Better API based configuration support.

Many performance optimizations. Fastest Hazel cast ever!

Smoother data migration enables better response times during joins.

Many bug fixes.
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Miscellaneous

1.7

Persistence via Loader/Store interface for distributed map.

Socket level encryption. Both symmetric and asymmetric encryption supported.
New JM X support. (many thanks to Marco)

New Hibernate second level cache provider (many thanksto Leo)

Instance events for getting notified when a data structure instance (map, queue, topic etc.) is created or destroyed.
Eviction listener. Ent ryLi st ener. entryEvi ct ed( EntryEvent)

Fully 'maven‘ized.

Modularized...

hazelcast (core library)

hazel cast-wm (http session clustering tool)

hazel cast-ra (JCA adaptor)

hazel cast-hibernate (hibernate cache provider)

16

Support for synchronous backups and configurable backup-count for maps.
Eviction support. Timed eviction for queues. LRU, LFU and time based eviction for maps.
Statisticg/history for entries. create/update time, number of hits, cost. see| Map. get MapEnt ry( key)

Mul t i Map implementation. similar to google-collections and apache-common-collections Mul t i Map but distributed
and thread-safe.

Being ableto dest r oy() the data structures when not needed anymore.
Being able to Hazel cast.shutdown() the local member.

Get thelist of al data structure instancesviaHazel cast . get | nst ances() .

15

Major internal refactoring

Full implementation ofj ava. uti | . concurrent. Bl ocki ngQueue. Now queues can have configurable capacity
limits.

Super Clients (a.k.aLiteMember): Members with no storage. If - Dhazel cast . super. client=true JVM
parameter is set, that VM will join the cluster as a 'super client’ which will not be a'data partition' (no data on that
node) but will have super fast access to the cluster just like any regular member does.

Http Session sharing support for Hazel cast Web Manager. Different webapps can share the same sessions.
Ability to separate clusters by creating groups. ConfigGroup

java.util .l oggi ng support.

14

Add, remove and update events for queue, map, set and list
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Miscellaneous

Distributed Topic for pub/sub messaging

* Integration with J2EE transactions via JCA complaint resource adapter

ExecutionCallback interface for distributed tasks

* Cluster-wide unique id generator

13

» Transactional Distributed Queue, Map, Set and List

12

Distributed Executor Service

Multi member executions

» Key based execution routing

» Task cancellation support

11

 Session Clustering with Hazel cast Webapp Manager

» Full TCP/IP clustering support

10

* Distributed implementation of java.util.{ Queue,Map,Set,List}
 Distributed implementation of java.util.concurrency.L ock

 Cluster Membership Events
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